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PROCESSES LEADING TO THE RE-ACTIVATION OF A SINKHOLE IN  
BURIED KARST AND THE SUBSEQUENT DRYING OF WATERFALLS IN A 
SMALL CATCHMENT LOCATED IN NORTHERN INDIANA, USA
Marty D. Frisbee1,C,Zachary P. Meyers1, Jordyn B. Miller1, Carolyn L. Gleason1, Noah S. Stewart-
Maddox1,2, Erik B. Larson3, Darryl E. Granger1, Siddharth Saksena4, Sayan Dey4, and Emily E. 
Frisbee5

Abstract

A sinking stream pirated water from a series of waterfalls in a small catchment underlain by buried karst in northern 
Indiana after a sinkhole was scoured and enlarged over the course of 2016. The catchment has historical significance 
to Indiana, and the current landowners wish to restore flow to the waterfalls. We address the following questions: 1) 
where does the water go once it enters the sinking stream, 2) what transport processes are active in the carbonate 
rocks, and 3) what processes led to the re-activation of a buried sinkhole? Breakthrough curves (BTCs) of salt-slug 
tracer tests show that 24.6 % of the chloride mass was recovered at a conduit spring (Spring 1), located 150 m from the 
sinking stream, and 26.6 % of chloride mass was recovered at two diffuse springs (Springs 2 and 3), located 315 m from 
the sinking stream. Despite the difference in distances from the sinking stream, the salt-slug appeared in all springs 
in approximately two hours. The BTC for Spring 1 was single-peaked, consistent with advection through a single con-
duit, while the BTCs of Springs 2 and 3 were double-peaked and consistent with advection along bifurcated flowpaths. 
Spring 2 exhibited a long tail consistent with anastomosing flowpaths and/or presence of pooling along the flowpaths. 
The sinking stream and other inactive sinkholes are upstream of a dam built in the 1960s. Ponding conditions likely in-
creased the hydraulic head over the buried karst and began dislodging sediment from open pores/conduits in the karst. 
Record rainfall and widespread flooding during the summer of 2015 scoured the pores leading to the enlargement and 
reactivation of the sinking stream by the fall of 2016.           

Introduction
Hydrogeological processes in karst have been relatively well-studied in carbonate rocks of unglaciated southern 

Indiana (Murdock and Powell, 1967; Bassett, 1974; Bayless et al., 1994; Duwelius et al., 1996; Lee and Krothe, 2001; 
Zhou et al., 2002; Florea et al., 2018). However, these processes remain poorly quantified in glaciated northern Indiana. 
While much of Indiana is underlain by sequences of limestone and dolostone (Gray, 2000; Bedrock Geology of Indiana), 
it is more common to find carbonate rocks outcropping at the land-surface of southern Indiana in areas that were never 
glaciated. In comparison, carbonate rocks are typically buried under 30 to 120 m of glacial till in northern Indiana, and 
these rocks are only exposed at the land-surface, where erosion has uncovered them or streams have incised them 
(Casey, 1997; Gray, 2000; Hasenmueller and Packman). Bugliosi (1997), Casey (1997), and Eberts and George (1997) 
mentioned the presence of paleokarst (buried karst) in their studies of the hydrogeological and hydrogeochemical prop-
erties of the regional, carbonate aquifer that extends through northern Indiana, Ohio, and Illinois; they did not discuss 
the potential re-activation of buried karst features. Ultimately, our knowledge of groundwater/surface-water interactions 
that are facilitated by karst flowpaths and conduits in northern Indiana, Ohio, and Illinois is limited (Sasowsky et al., 
2003; Torres and Bair, 2012).

Likewise, our hydrogeochemical understanding of the aquifers’ susceptibility to contamination is limited. Groundwa-
ter can flow quickly and over long distances through carbonate rock aquifers; for example, groundwater traveled 9.5 km 
in just 25 hours in carbonate rocks in the Lost River karst basin located in Orange County, southern Indiana (Murdock 
and Powell, 1967). If groundwater velocities of this same magnitude are present in northern Indiana, where row-crop 
agriculture is widespread (Randall and Mulla, 2001; Pyron and Neumann, 2008), then it has important implications for 
the transport of nutrients into the carbonate aquifers and subsequent impacts to freshwater ecosystems (Karr et al., 
1985). Sinkholes provide a direct pathway for contaminants to enter a carbonate aquifer (Hallberg and Hoyer, 1982; 
Wiersma et al., 1986; Field, 1992; Panno et al., 1996, 2001; Herczeg et al., 1997; Florea and Wicks, 2001; Dussart-Bap-
tista et al., 2003; Panno and Kelly, 2004; Lindsey et al., 2010). Consequently, karst aquifers in agricultural landscapes 
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are particularly susceptible to pathogens such as fecal coliform (Ryan and Meiman, 1996; Reed et al., 2011) and nutri-
ents such as nitrate (Panno and Kelly, 2004; Pronk et al., 2006; Long et al., 2008; Lindsey et al., 2010; Florea, 2019).

Sinkholes and sinking streams are common in southern Indiana (Bassett and Ruhe, 1974; Sinkhole Areas and Sink-
ing-Stream Basins, 1997; Powell, 2002; Florea et al., 2018). In comparison, buried karst (Bosák et al., 1989; Zötl, 1989) 
is present in northern Indiana, where the open pores and conduits in the surface of the pre-existing carbonate rocks 
were covered and filled with glacial sediment during the Last Glacial Maximum. Buried karst features, plugged with 
low-permeability glacial till, may act as a barrier to downward vertical flow (Veress, 2016). However, there is no guar-
antee that these features will remain plugged (Armstrong and Osborne, 2003); Ford (1995) presents several scenarios 
through which descending water and ascending water can exhume and re-activate karst conduits. Once the sediment 
is removed, the conduit re-activates and impacts the hydrological behavior of the landscape around it. Thus, it is critical 
that we quantify how these buried karst features are re-activated and, once re-activated, how they impact the transport 
of water and contaminants from the land surface to the carbonate aquifer.

Here, we reconstruct and quantify the processes leading to the activation of a sinking stream in buried karst and the 
subsequent drying of waterfalls in a small, tributary catchment to the Wabash River (Figs. 1 and 2). This stream flows 
through a scenic, limestone canyon containing a series of four waterfalls (Fig. 2). The catchment, known locally as 
Fitch’s Glen, has historical significance in Indiana, and the current landowners were interested in determining why the 
waterfalls dried up during 2016. A noticeable decrease in streamflow, in the catchment, was observed after the summer 
of 2015. This seemed strange since widespread flooding occurred in northern Indiana, following record rainfall in June 

Figure 1. The national basemap is shown in upper left, the state basemap is shown in lower left, and the regional basemap is shown in the 
larger image on the right. The location of the Fitch’s Glen catchment is shown by the magenta-colored polygon outlining the catchment 
boundary. 
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and July of 2015 (Fig. 3). By the spring of 2016, the landowners noticed that a small sinkhole, upstream of the waterfalls, 
was diverting a small portion of streamflow. In early fall 2016 the sinkhole had developed into a large, sinking stream, 
and it had captured the entire stream, drying up the downstream waterfalls in the process.

We address these questions: 1) how did the sinking stream become re-activated in the buried karst; 2) where does 
the streamflow go once it enters the sinking stream; and 3) what transport processes are active in the carbonate rocks 
at Fitch’s Glen?  To address these questions, we used a combination of dye- and salt-tracing techniques, major element 
geochemistry of streams and springs, stable isotopes, and transport models to determine flow and transport parame-
ters in the carbonate bedrock. Using this data, we traced recharge from the sinking stream to down-gradient springs, 
interpreted the breakthrough curves (BTCs), and addressed the implications of sinkhole development on nutrient load-
ing into groundwater and other surface-water systems with particular reference to northern Indiana. 

Materials and Methods
Historical Setting 

The Fitch’s Glen catchment is located 5.6 km west of Logansport, Indiana (16T 548674 mE, 4511822 mN; Fig. 1). 
Historically, the catchment has been considered the most picturesque place in Cass County (Powell, 1913) due to the 
deep, limestone canyon and series of small, 1.2 to 3.1 m, beautiful waterfalls on the property, especially since waterfalls 
are a rare feature on the till plains of northern Indiana. The property also has historical significance because it was 
the former home of Graham Fitch, a senator in Indiana from 1857‒1861 and a brigade commander in the Union Army 
during the American Civil War. In addition, the site contains remnants of the old Wabash and Erie Canal constructed 
in the early 1800s. Fitch’s Glen served as a trading post due to its proximity to the Wabash Canal and nearby grain 
warehouses, and the stream was used in the mid-1800s to supply hydropower to industrial mills (Powell, 1913). In the 
1960s, a dam was built approximately 60 m downstream from the current sinking stream. The dam was later breached 
by private landowners, allowing the stream to freely flow through the catchment.

Figure 2. The image on the left is a LIDAR map (1 m resolution) showing locations of the sampling sites and sinking stream; the image on 
the right shows the boundary of the larger catchment, in red, and surrounding agricultural fields, which drain to this catchment. Please note: 
the quarry and lake that are mentioned in this article are outlined by the yellow box located to the left of the scale bar in the inset image.
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Geological Setting 
Fitch’s Glen is developed 

in the Silurian Wabash For-
mation, which is composed 
of a variety of limestone to 
dolostone facies (Pinsak and 
Shaver, 1964). It is wide-
spread regionally and out-
crops in the lower 0.05 km2 
of the catchment. (Informa-
tion on the Wabash Forma-
tion: Niagaran and Cayugan 
Series, Silurian System can 
be found at https://igs.indi-
ana.edu/compendium/com-
p8qlg.cfm). At the surface, 
the rocks are massive, fine-
grained, light gray, heavily 
weathered and vertically 
fractured (Fig. 4A). Vertical 
shafts (Fig. 4B) and conduits 
(Figs. 4A, B) are present in 
the canyon walls. Shafts cut 
through the fine-grained, 
weathered rock facies, and 
appear to have routed flow 
to the large conduits along 
a silty friable, tan-colored 
facies (Figs. 4A, B). A thick, 
nodular facies is present 
beneath the silty facies and 
overlies a planar-bedded fa-
cies; the contact between 
the nodular and planar-bed-
ded facies is exposed near 
the outlet of the canyon. 
Planar-bedded, fine-grained 
limestone is present near the 
middle and lower waterfalls 
and springs (Fig. 4C); the 
waterfalls likely formed from 
knickpoints occurring in this 
unit. Large boulders, coated 
with thick, tufa deposits and 
extensive tufa accumulation 
on the waterfalls, are present 

in the lower reaches of the catchment.    
Outwash and loamy till can be found on top of the bedrock, deposited by the Huron-Erie lobe during the Wiscon-

sinan glaciation (Pinsak and Shaver, 1964). Glacial sediment also filled at least some of the conduits in the Wabash 
Formation, leading to the formation of buried karst. Locally, the stream, at the point of capture, flows across recent lake 
deposits that accumulated after construction of a small dam in the 1960s. Beneath the lake sediment is a thin, discon-
tinuous layer of clay-rich sediment that appears to be glacial till.
Climate and Hydrogeological Setting

The average low and high January (winter) temperatures near Fitch’s Glen are −8.8 °C and 0.3 °C, respectively, and 
average low and high July (summer) temperatures are 17.2 °C and 28.7 °C (NOAA Climate Data Online). Logansport re-
ceives an average of 101 cm of precipitation per year, and 40 cm of that occurs as snow from late October to late March 

Figure 3. A) Plot showing monthly precipitation. Black bars represent the monthly precipitation av-
eraged over the last 70 years (1947 to 2016), orange bars show monthly precipitation in 2015, and 
blue bars show monthly precipitation in 2016; and B) Combined hyetograph for Logansport, Ind., of 
a meteorological station located 3.1 km east of the Fitch’s Glen catchment, and hydrograph for Eel 
River, a river located 13.6 km to the east of the catchment. The average daily discharge (measured 
from 1944 to 2016) is shown by the dotted red line, and the daily discharge for 2015 is shown by the 
solid blue line. The data was sourced from USGS Site 03328500; https://waterdata.usgs.gov/in/nwis/
inventory/?site_no=03328500. The hyetograph shows daily precipitation in 2015, and the data was 
sourced from NOAA Site LOGANSPORT CICOTT ST., IN US (https://www.ncdc.noaa.gov/cdo-web/
datasets/GHCND/stations/GHCND:USC00125117/detail).
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(Fig. 3A). Usually, Logansport receives 33 cm of rainfall from May through July. However, northern Indiana received 49 
cm of rainfall during this period in 2015, which resulted in regionally widespread flooding. The Fitch’s Glen catchment is 
ungauged. Yet, meteorological data for Logansport, Ind. (5 km from the study site) and discharge data for the Eel River, 
located 5.3 km from the catchment, illustrate the magnitude of the flooding event in 2015 (Fig. 3B). 

The larger catchment has a total drainage of 6.2 km2 (620 ha). A spring-fed stream drains the larger catchment and 
has incised a narrow canyon with steep walls with over 30 m of local relief in the lower 0.05 km2 (5 ha) of the catchment 
known as Fitch’s Glen. Waterfalls are located in the glen (Fig. 2). The stream passes through low-relief agricultural 
fields before reaching the canyon and ultimately drains into the Wabash River. Google Earth imagery shows that: 1) the 
stream capture may have been present as early as 1998 (Fig. 5A); 2) stream capture was occurring by 2005 (Fig. 5B); 
and 3) the captured stream channel was almost as large as the main channel by 2012 (Fig. 5C). Readers are encour-
aged to view the Google Earth imagery at location 16T 548685 mE, 4512067 mN. However, the landowners state that 
the stream was not completely captured by the sinking stream before early 2015, since the waterfalls were functioning 
at that time.
Chronology of Site Visits  

The first trip to the site was made on March 25, 2016 to investigate the sinkhole (Fig. 6), identify potential discharge 
locations downgradient of the sinkhole, and propose future tracing experiments to quantify discharge locations and 
transport parameters. Five possible discharge points in the catchment were identified, including one conduit spring with 
a discrete emergence (Spring 1), two springs with diffuse emergences (Springs 2 and 3), and two springs discharg-
ing directly to the streambed (Springs 4 and 5; Fig. 7). Spring 1 emerges from a 1 m high by 1 m wide conduit in the 
planar-bedded limestone facies of the canyon wall, 150 m downstream from the sinking stream (Spring 1; Figs. 2, 7A). 
Water from this spring flows into the main stream channel providing almost all of the perennial flow to the lower reaches 
of the catchment. Springs 2 and 3 are located to the west of the mouth of the glen and provide flow to a small tributary 
that drains into the main stream. Approximately 500 m upstream of Spring 1, Springs 4 and 5 are located between a set 
of waterfalls. These two springs emerge in the streambed and discharge sufficient water to create localized mounding 
conditions in the stream.  

Figure 4. A) Photo showing the surficial massive, nodular limestone. The large conduit on the far left has a diameter of approximately 0.91 
m; B) Photo showing the silty, friable layer. The student co-author, wearing a blue shirt in the background, is 1.85 m tall for reference; and 
C) Photo showing the fine-grained, planar-bedded limestone. The outcrop shown in this photo forms a waterfall, which is approximately 
1.52 m. Stars show locations of large conduits and arrows show inferred shafts.
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The second trip to the site was made on Octo-
ber 29, 2016 to conduct a dye-tracing experiment 
for visual confirmation of the connection between 
the sinkhole and proposed discharge sites identi-
fied in the first trip. By October 2016, the sinkhole 
had greatly enlarged, and the entire stream was 
being diverted into the sinking stream (Fig. 6). 
The stream channel between the sinking stream 
and Spring 1 was completely dry, and the wa-
terfalls were dewatered. Spring 1, therefore, sup-
plied all of the water for streamflow downstream 
of the waterfalls until its confluence with a small 
tributary fed by Springs 2 and 3 (Figs. 2, 7B, and 
7C). Springs 4 and 5, located between two wa-
terfalls, were also dry. The dye-trace was suc-
cessful; dye was observed at Springs 1, 2, and 3. 
However, the salt-trace was not successful due 
to equipment failure. Therefore, the salt-tracing 
results from the second trip are not reported.   

The third trip was made on November 11, 
2016. During this visit, a combined salt- and 
dye-tracing experiment was conducted on the 
sinking stream, water samples were collected 
from the stream and springs, and discharge was 
measured at each spring and in the stream, up-
stream of the sinking stream. The dye-trace and 
salt-trace were successful. During this trip, the 
researchers also measured the physical dimen-
sions of the swallow and the sediment thickness 
overlying the carbonate rock near the hole. The 
opening of the sinking stream is roughly trian-
gular, with an area of 1.9 m2 and is 2 m deep, 
relative to the land-surface (Fig. 6B). There is ap-
proximately 1.2 m of sediment deposited on top 
of the carbonate rocks near the sinkhole. A thin 
8- to 10 cm layer of clay is present at the bot-
tom of the sediment and on top of the carbonate 
rocks.
Salt- and Dye-Tracing Methods

We used salt- and dye-tracing methods to di-
rectly quantify flow (Greene, 1997) and transport 
parameters of the conduits and fractures (Be-
nischke et al., 2007) in the catchment.  Solinst 
Model 3001 LTC Junior LTC leveloggers were 
placed at Springs 1, 2 and 3. The background SpC 
of the stream uphill of the swallow was measured 
to be 746 mS cm−1. Approximately 4.32 kg of salt 
was measured in a large, graduated cylinder and 
then dissolved in a 19 L bucket filled with stream 
water, creating a salt-slug with a SpC of 255,940 
mS cm−1. Approximately 300 mL of Bright Dyes 
Fluorescent Industrial Red liquid dye was added 
to the salt-slug to provide a visible indicator of salt-
slug breakthrough at observed discharge points 

(the technical data sheet for this dye can be found at: Bright Dyes Technical Data Bulletin. Team members were stationed 
at Springs 1, 2 and 3 because dye breakthrough was observed at these springs during the second visit. Team mem-

Figure 5. Google Earth imagery showing: A) the location of two possible sink-
holes in 1998 (note that the main stream channel does not appear to be pres-
ent or continuous to the dam(Source: Map data: Google Imagery © 2018, Dig-
italGlobe, Image U.S. Geological Survey); B) the location of the sinkhole and 
initiation of stream capture by 2005, indicated by the yellow line (note that the 
main stream channel is now present and continuous to the dam (Source: Map 
data: Google Imagery © 2018, DigitalGlobe, Image IndianaMap Framework 
Data); and C) presence of ongoing stream capture in 2012 (Source: Map data: 
Google Imagery © 2018, DigitalGlobe, Images IndianaMap Framework Data). 
The blue bar represents 40 m of distance. Images are oriented such that north 
is located at the top of each image.
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bers were also 
stationed along 
the lower reach-
es of the stream 
channel to watch 
for dye break-
through directly 
into the stream-
bed. The salt-slug 
was poured into 
the sinkhole at 
17:05 EST. The 
leveloggers were 
set to record SpC 
at ten-second in-
tervals and left in 
the springs over-
night. Leveloggers 
were retrieved 
on 12 November 
2016 at 11:36 EST 
(Spring 1), 11:45 
EST (Spring 2), 
and 11:47 EST 
(Spring 3). BTCs 
were created for 
each of the spring 
locations.
Stream and 
Spring Discharge 
Measurement

During the third 
visit on Novem-
ber 11, 2016, a 
water mass-bal-
ance was creat-
ed for the glen 
to assess water 
partitioning in the 
carbonate aquifer. 
We were specifi-
cally interested in 
determining how 
much of the total 
spring discharge 
was derived from 
the allogenic re-
charge at the sink-

ing stream. In the case where all the spring discharge is derived from the allogenic recharge, the water mass-balance 
for the glen is given by: QStr1  QSpr1  Qtrib  0; where QStr1 is the discharge measured at Stream 1 (this is the water 
entering the sinking stream), QSpr1 is the discharge measured at Spring 1, and Qtrib is the combined discharge measured 
at Springs 2 and 3 (QSpr2  QSpr3). Salt-dilution techniques were used to measure the discharge of each individual spring 
in its spring-run and in the stream uphill of the sinking stream using separate salt-slugs. The discharge of the stream 
entering the sinking stream (QStr1) was measured before the stream entered the sinking stream (Stream 1, Fig. 2). A 
Solinst Model 3001 LTC Junior LTC levelogger was placed downstream at a distance equal to 10 the width of the 
stream from where the salt-slug was going to be dumped. The salt-slug was then dumped and the SpC was recorded. 

Figure 6. A) Photo showing the channel that was created as the sinking stream formed and diverted all of the 
stream. The enlargement of the sinkhole and ultimate development of the sinking stream, following the flooding 
event of 2015, significantly changed the stream gradient and geomorphology of the stream channel. The angle of 
this capture is much less than 90°; and B) photo showing the new channel created by the sinking stream.

Figure 7. A) Spring 1, the emergence of this spring is approximately 75 cm wide; B) Spring 2, the spring-run is 
approximately 61 cm wide, immediately below the emergence; and C) Spring 3, the author, wearing a black jacket 
in the background, is 1.85 m tall for reference.
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Once the slug breakthrough was complete at each site, the data were downloaded from the sonde and discharge was 
calculated based on the relationship between salt (Cl-) content and SpC (Moore, 2005; Payn et al., 2009). In our case, 
Clmass  0.0006  SpC; where Clmass is the concentration of chloride in g L−1. A salt-slug was dumped into each indi-
vidual spring-run, and a Solinst levelogger was placed downstream at a distance approximately equal to 10 the width 
of the spring-run where the slug was dumped. The salt-breakthrough was recorded in the same fashion as described 
above. We quantified the uncertainty in the salt-dilution discharge technique to range from  5 to  10 % by comparing 
salt-dilution discharge with independently gauged discharge at stations located outside the catchment. This range is 
consistent with the uncertainty of  5 % reported in Day (1976).
Geochemical and Stable Isotope Analyses

Water samples were collected for geochemical (major element) and stable isotope analyses during the third visit 
prior to dumping the salt-slug. Two 250 mL water samples were collected from each of the sites, and were filtered in the 
field using a peristaltic pump and Geotech 0.45 mm canister type filters. All water samples were stored in a refrigerator 
until they were analyzed by the Analytical Chemistry Laboratory of the New Mexico Bureau of Geology and Mineral 
Resources. Stable isotopes of water (2H and 18O) were analyzed by the Purdue Stable Isotope Lab using an LGR Triple 
Isotope Liquid Water Analyzer. The isotopic ratios, δ2H and δ18O, were calculated relative to VSMOW (Vienna Standard 
Mean Ocean Water). A YSI Professional Plus multiparameter sonde was used to measure field chemistry including pH, 
temperature (°C), dissolved oxygen (DO; in percent and mg L1), and oxidation-reduction potential (ORP; mV). Total 
dissolved solids (TDS; mg L1) was calculated by the sonde using TDS  0.65  SpC.
Determination of Karst Hydrogeological Parameters  

QTRACER2 (Florea and Wicks, 2001; Field, 2002), an Environmental Protection Agency (EPA) software, was used 
to estimate the hydrogeological parameters of the karst network by entering the data from the salt-breakthrough curves. 
The following parameters were calculated for each spring using QTRACER2 and the measured BTC data: time to lead-
ing edge (tle), time to peak (tpk), peak concentration (Cpk), percent salt-mass recovery, mean transit time (MTT), Peclet 
number (Pe), and cross-sectional area of flow (A). Please refer to Field (2002) for detailed explanations on how these 
parameters are calculated in QTRACER2. We created BTCs and calculated percent salt-mass recovery for each spring 
using Excel. The percent salt-mass recovery can be calculated from

	 M  Q 0
 C(t) dt	 (1)

where: M  mass of chloride recovered (g), Q is spring discharge (L s1 and assumed to be constant through the 
duration of the salt-tracer test), and C(t) is the chloride concentration as a function of time (Jones, 2012). The integral 
was evaluated over the time when the slug was dumped (t  0) to the time the levelogger was retrieved (t  tfinal). We 
compared the QTRACER2 calculations for tle and tpk to field observations and hand calculations, respectively.

Results
Salt- and Dye-Tracing Tests 

BTCs were successfully captured at each spring site (Fig. 8). The timing of the initial breakthrough was approxi-
mately the same for all three springs despite significantly different radial distances between the sinking stream and the 
outflow at the springs (Table 1). The salt-slug emerged after 2.4 hours at both Spring 2 and Spring 3, and after 2.7 hours 
at Spring 1. There are subtle differences in the BTCs for each spring. Spring 1 has a single-peaked BTC with a fast rise 
and fast recession on the salt-pulse and relatively short tail (Figure 8A, B). Springs 2 and 3 both have double-peaked 
(bi-modal) recovery curves, with the first peak occurring after 2.4 hours and the second peak occurring after 3.1 hours. 
The BTC of Spring 2 has a substantially longer tail than Spring 1 or Spring 3 (Fig. 8A). Total chloride recovery was 51.2 
%, calculated using QTRACER2, and the majority of the chloride mass was recovered at Spring 1 and Spring 3 (Table 
1). Our hand calculations show that 49.9 % of the chloride mass was recovered at the three springs; a difference of 1.3 
%.
Discharge and Water Mass-Balance 

Since the main channel of the stream was dry between the sinking stream and Spring 1, surface flow in the channel 
in the lower reaches of the catchment is due almost exclusively to water discharged from Spring 1. The only other source 
of water to the stream is the small, western tributary, which is sourced from Springs 2 and 3 (Fig. 2). The measured dis-
charge at Stream 1, QStr1, is 10.9 L s1, the measured discharge at Spring 1, QSpr1, is 4.3 L s1, and the combined discharge 
at Springs 2 and 3, Qtrib, is 7.0 L s1. Thus, the combined discharge of the springs is 0.4 L s1 greater than the discharge of 
the stream entering the sinking stream, possibly indicating that the sinking stream is not the only source of water emerg-
ing from the springs. This is consistent with the landowners’ observations that the springs were flowing before the sink-
ing stream formed. However, given the uncertainty in our discharge measurements, it is difficult to determine how much 
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actual groundwater emerged 
from the springs before the 
sinking stream developed.
Geochemical and Stable 
Isotopic Results

The field chemistry (Table 
2) and the geochemistry (Ta-
ble 3) of the water entering 
the sinking stream is similar 
to the water discharging from 
the springs. The DO content 
of Stream 1 and Spring 1 are 
similar (Table 2) and consis-
tent with surface water, not 
groundwater. Thus, Spring 1 
discharges a large proportion 
of water that is either in equi-
librium with the atmosphere 
or the oxygen has not been 
thoroughly used in geochem-
ical reactions (namely redox 
reactions) or in the decompo-
sition of organic matter in the 
aquifer. However, the lower 
DO content of Springs 2 and 3 
(Table 2) indicates that these 
springs discharge a larger 
proportion of groundwater 
not sourced from allogenic 
recharge. The stable isotopic 
compositions of Stream 1 and 
all springs are relatively simi-
lar (Table 3), plot on the local 
meteoric water line (LMWL) 
given by δ2H  7.8(δ18O)  
9.3 (Bowen et al., 2007), and 
do not show evidence of evap-
oration.

QTRACER2 Results
The data for the second salt-slug test conducted during the third site visit was analyzed using QTRACER2 (Table 

1). The time to leading edge (tle) was shorter for Spring 3 than for Spring 1. This is consistent with the observed dye 
breakthrough on the first salt-slug test. The mean transit time was shorter for Spring 1 (3.0 hours) than Spring 3 (3.2 

Figure 8. A) Breakthrough curve for Spring 1 (blue line), Spring 2 (red line), Spring 3 (green line), 
and cumulative recovery (black line); and B) close-up of breakthrough showing early breakthrough 
at Spring 2.

Table 1. Summary of the salt-slug test and QTRACER2 analyses.
Site Distancea, m tle

b, h tpk
c, h Cpk

d, μS cm−1 MTTe, h Af, m2 Peg Mh, g Recoveri, %
Spring 1 150 2.1 2.7 586 3.0 0.30 319 542 24.6

Spring 2 315 2.1 2.4 580 3.6 0.21 293 81   3.7

Spring 3 318 1.9 2.4 526 3.2 0.26 366 504 22.9
a Straight-line distance measured from the swallow hole to the spring.
b tle is the time to the leading edge of the salt-slug pulse equivalent to the arrival time.
c tpk is the time to the peak of the salt-slug peak.
d Cpk is the peak conductivity of the salt-slug pulse.
e MTT is the mean transit time for the salt-slug.
f A is the cross-sectional area for flow.
g Pe is the Peclet number.
h M is the amount of chloride recovered.
i Recover is the percent of total chloride recovered
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hours) and Spring 2 (3.6 hours) suggesting that Spring 1 is controlled by purely advective flow along highly-connected 
flowpaths or perhaps one large conduit to the spring. The double-peaked (bi-modal) BTC and longer tail in the BTCs for 
Spring 2 and Spring 3 suggest that bifurcation of flowpaths or anastomosing flowpaths occur to these springs (Smart 
and Ford, 1982; Goldscheider et al., 2008; Field and Leij, 2012). The longer tail of the Spring 2 BTC may also be ex-
plained by the presence of pooling along the flowpaths, which has been shown to retard flow (Hauns et al., 2001). 

Peclet numbers are dimensionless numbers representing the ratio of the advective transport rate to the diffusive 
transport rate. A Pe less than 1 indicates a diffusion-dominated flow system while, in comparison, a Pe greater than 1 
indicates an advection-dominated flow system. All three springs had Pe greater than 290 indicating the karst aquifer is 
strongly advection dominated. This is relatively common in karst aquifers (Field and Nash, 1997; Covington and Perne, 
2015; Luhmann et al., 2015). Based on these data, the calculated cross-sectional area for flow of Spring 1 (0.30 m2) 
was larger than the cross-sectional area for Spring 2 and Spring 3, 0.21 m2 and 0.26 m2, respectively (Table 1). Total 
chloride-mass recovery was 51.2 %. Springs 1 and 3 accounted for the majority of chloride-mass recovery (24.6 and 
22.9 %, respectively). Only 3.7 % of the chloride mass was recovered at Spring 2.

Discussion
The shape of the BTC for Spring 1 (single peak with rapid rise and rapid recession in chloride breakthrough) is 

indicative of advective flow with little bifurcation and/or flow through the trunk conduit of a conduit-dominated system. 
The high DO content (90 %), and high Pe (319) for Spring 1 indicate that this spring is well-connected to the sinking 
stream. However, since this spring was active before the sinking stream formed, the high DO suggests that the spring 
must discharge a large proportion of water that is either flowing quickly through the karst network, or, is in equilibrium 
with the atmosphere. One possibility is that the spring is hydraulically connected to a lake in a limestone quarry lo-
cated east of the property (see Fig. 2B). Field observations and regional geologic maps (Wayne et al., 1966) indicate 
that there is a slight westerly dip to the rocks. The surface-elevation of the emergence for Spring 1 (182 m.a.s.l.) is 
approximately equal to the surface-elevation of the lake in the quarry (178 to 183 m.a.s.l.), thus we cannot rule out the 
possibility that Spring 1 is also connected to the lake. We could not sample the lake for stable isotopic analyses since it 
is located on private property; however, we expect the stable isotopic ratios of the lake water to show some evaporation 
effects, and that this evaporated signal would be present in Spring 1. Published evaporation rates for lakes in northern 
Indiana indicate that the evaporation rate can reach 78.7 cm y−1 (Perrey and Corbett, 1956) and the surface area of the 
quarry lake is large (77,500 m2). Combined with the published evaporation rates, we would expect to see a mixture of 
allogenic recharge and evaporated lake water discharging at Spring 1. We do not see evidence for evaporation in the 
water samples collected at Spring 1, although, we cannot rule out this possibility until we have samples from the lake. 
A second possibility is that Spring 1 is connected to another sinking stream in the area. Because there are no streams 
in the immediate vicinity of the spring (or in closer proximity than the lake), this explanation seems less likely than the 
hydraulic connection to the lake. A third possibility is that streamflow is lost to the bed upstream of the sinking stream. 
This could explain the presence of Spring 1 before the stream piracy event. In any case, it appears that at least 24 % 
to 25 % of the recharge from the sinking stream must discharge at Spring 1, based on chloride-mass recovery. These 
data suggest a short, direct connection between the sinking stream and Spring 1, as indicated by the greater calculated 
cross-sectional area for Spring 1.

The shape of the BTC for Springs 2 and 3 are both double-peaked (bi-modal; Fig. 8B) indicating bifurcation in the 
flowpaths or anastomosing flowpaths to the springs (Smart, 1988; Goldscheider et al., 2008). The BTC of Spring 2 

Table 2. Field chemistry data.
Site pH T, °C SpC, μs cm−1 TDS, mg L−1 DO, % DO, mg L−1

Stream 1 8.2 11.3 746 481 100 11.1

Spring 1 8.0 11.1 731 475   90   9.9

Spring 2 7.8 11.4 732 474   63   6.9

Spring 3 7.7 11.4 701 465   47   5.0
Note: T = temperature, SpC = specific conductivity at 25 °C, TDS = total dissolved solids, and DO = dissolved oxygen.

Table 3. Geochemical and stable isotopic data.
Site Ca2+, mg L−1 Na+, mg L−1 K+, mg L−1 Sr2+, mg L−1 Cl−, mg L−1 NO3

−, mg L−1 HCO3
−, mg L−1 δ2H, ‰ δ18O, ‰

Stream 1   96 14 2.3 0.21 27 11.0 377 −49.1 −7.29

Spring 1 100 13 2.1 0.22 26 11.0 389 −49.0 −7.34

Spring 2 101 13 2.1 0.22 23 11.0 389 −49.2 −7.18

Spring 3   97 11 1.9 0.24 18   9.3 389 −48.5 −7.35
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showed a much longer tail than either of the other springs (Fig. 8). Long tails in flowpath distributions are common in-
dicators of greater storage and/or slower flowpaths (Frisbee et al., 2013), retention of chloride mass along conduits or 
sediment in conduits of the aquifer (Drummond et al., 2012), and/or retardation of flow due to the presence of pooling 
(Hauns et al., 2001). We infer that the long tail in the BTC of Spring 2 indicates that some of the chloride mass was dis-
persed along slower flowpaths, located deeper in the karst aquifer. Recall that the emergence for Spring 1 is located ap-
proximately four meters above the modern stream elevation, whereas the emergences for Springs 2 and 3 are located 
nearer to the outlet and at an elevation that is only slightly higher than the stream elevation. The flowpaths must travel 
beneath the streambed or else the streambed springs would discharge water to the stream. Instead, since Springs 4 
and 5 are now dry, this seems to indicate that the flowpaths connecting the sinking stream to Springs 2 and 3 must 
flow deep within the planar-bedded, fine-grained limestone. The flow then bifurcates vertically and laterally along the 
fractured planar beds. The streambed springs (Springs 4 and 5), in comparison, must be driven by short exchanges of 
water along interconnected, karst conduits, localized to the streambed, reminiscent of hyporheic zone flow in perennial 
sediment-bedded streams (Boulton et al., 1998; Wilson and Henry, 2013).

The conceptual flow model (Fig. 9) was developed 
based on the field observation, BTCs, and QTRAC-
ER2 results. The arrival times are a little faster at 
Springs 2 and 3 despite much longer lateral distanc-
es from the sinking stream to these springs (315 m 
and 317 m, respectively) as compared to the distance 
to Spring 1 (150 m). We infer that once the water en-
ters the sinking stream, it flows along one conduit 
down to the top of a planar-bedded rock layer. At this 
point, the flowpaths must diverge, some of the wa-
ter (~25 %, based on chloride-mass recovery) flows 
toward Spring 1 along either one, large conduit or a 
group of highly-interconnected conduits, creating the 
single-peaked BTC (Fig. 8). The remainder (75 %, 
based on chloride-mass recovery) of the water must 
flow toward Springs 2 and 3. However, Springs 2 and 
3 accounted for 3.7 % and 22.9 %, respectively, of 
the chloride-mass recovery, indicating that 48.8 % of 
the chloride mass did not discharge through the three 
monitored springs. We infer that the double-peak-
ed BTC is created by bifurcation of flowpaths and/
or anastomosing flowpaths in the planar-bedded fa-
cies, and these flowpaths converge prior to reaching 
Springs 2 and 3 (Fig. 9). 

Approximately 51.2 % of the chloride mass was 
recovered [Cl mass recovered  Cl (Spring 1)  
Cl (Spring 2)  Cl (Spring 3)]. It is rare to recover 
100 % of a tracer since tracer mass may be retained 
or sorbed onto sediments in the aquifer or in longer 
flowpaths, or it may discharge at unmonitored dis-
charge sites (Benischke et al., 2007). In Fitch’s Glen, 
we propose three likely possibilities for the remaining 
chloride mass: 1) chloride mass was retained along 
deeper karst flowpaths; 2) chloride mass was dis-
charged to other springs that were not found in the 
field; or 3) chloride mass was discharged directly to 
the Wabash River. The first explanation is supported 
by the very long tail observed in the BTC of Spring 2 
(Fig. 8) and the third explanation is plausible given 
the relatively fast arrival times at Springs 2 and 3, and 
their close proximity to the Wabash River (175 m 
from Springs 2 and 3 to the Wabash River; Fig. 2). We 
searched for other springs near Springs 2 and 3, but 

Figure 9. Conceptual flow model built using Leapfrog Hydro. A) Map-
view illustrating possible lateral changes in flowpath lengths and tortuos-
ities. Please note that the blue flowpaths do not follow or flow along the 
land-surface; they are shown relative to the land-surface. The loops in 
the flowpaths represent the lateral bifurcation of subsurface flowpaths. 
B) Cross-section view showing vertical changes in flowpath lengths and 
tortuosities. The upper teal-colored unit is the massive, fine-grained, 
fractured to nodular limestone layer shown in Figure 4B, the thin, pink 
layer is the silty facies of the limestone, also shown in Figure 4B. The 
yellow layer is the massive, nodular limestone, and the olive drab layer is 
the planar-bedded limestone layer shown in Figure 4C.
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were unable to locate any on the property. This does not 
rule out the possibility that chloride mass discharged via 
regional-scale flowpaths to springs on adjacent property, 
outside the surface-water divide of the catchment. This 
is especially true, where the stratigraphy of a catchment 
conforms largely to a layer-cake model (horizontal bed-
ding with little-to-no dip), and delineation of well-defined 
topographic watershed divides is difficult. These charac-
teristics are also common in karst settings (Runkel et al., 
2013).

We developed a conceptual model explaining the acti-
vation (re-activation) of the buried karst sinkhole, based on 
field observations (especially buried karst features such 
as the presence of shafts and large conduits), historical 
hydrological modifications, and tracer test data (Fig. 10). 
Preexisting karst was buried when glacial activity deposit-
ed till on top of the carbonate rock and open conduits and/
or sinkholes (Fig. 10A). Surface erosion removed some of 
the sediment from the top of the buried karst and activat-
ed the paleosinkholes. The presence of abandoned shafts 
supports the inference that these paleosinkholes have 

Figure 10: Simplified conceptual model for the re-activation of the 
sinkhole. A) Cross-section showing karst features prior to glacia-
tion, B) Advance of glacier over the landscape, C) Burial of karst 
with glacial sediment, D) Thin arrows represent minimal flow of wa-
ter through buried karst, E) Ponding after dam construction, where 
thick arrows represent increased hydraulic head, which dislodges 
sediment in buried karst openings, and F) Re-activation of sinking 
stream following widespread flooding in 2015.  
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been activated sporadically in the past. The dam was built in the 1960s, and ponding upstream of the dam increased 
the hydraulic head on the buried karst, which likely provided sufficient stress to begin washing some of the sediment 
out of the till-filled karst conduits in the carbonate rock (Fig. 10E), which has been documented elsewhere (e.g., Mila-
nović, 2005; Upchurch et al., 2013; Veress, 2016). The extremely rainy summer of 2015 caused persistent flooding that 
flushed sediment from the buried karst conduit and formed the sinking stream, which eventually swallowed the stream. 
(Fig. 10F).

Conclusion
We addressed three primary questions in this study: 1) how did the sinkhole/sinking stream become re-activated in 

the buried karst, 2) where did the streamflow (allogenic recharge) go once it entered the sinking stream, and 3) what 
transport processes are active in the carbonate rocks at Fitch’s Glen?  The second and third questions are easier to 
answer because the data clearly show a hydrological connection between the sinking stream and three springs, while 
breakthrough curves and QTRACER2 results show strong evidence for advection-dominated flow in the karst with bi-
furcation occurring along deep flowpaths. Approximately 51 % of the chloride mass was recovered during the second 
salt-slug test leaving 49 % unaccounted for in the test. Based on the shapes of the BTC, average flow velocities, and 
close proximity to the Wabash River, we infer that some of the chloride mass and water from the sinking stream must 
discharge directly to the Wabash River, other springs, and/or some may be retained along slow and/or deep flowpaths 
in the carbonate aquifer. Regarding the first question, it is clear that land-use changes have played a role in the current 
hydrogeological behavior of this system. The area upstream of the old dam has numerous buried sinkholes, which may 
one day become reactivated and form sinking streams. We infer that the combination of land-use change (ponding 
following the installation of the dam), presence of buried karst, and an extremely rainy year with widespread flooding 
worked together to re-activate the karst sinking stream present today.

Google Earth imagery (Fig. 5) shows that sinkholes have been present in the landscape since at least 1998, and 
field reconnaissance indicates that there are numerous inactive sinkholes (i.e., plugged conduits) near the existing ac-
tive sinkhole today. In addition, the presence of the vertical shafts and large conduits further down the valley indicate 
that there have been active sinking streams with connectivity to large springs in the past. In fact, the location of these 
suggests that these sinkholes and their associated springs may have contributed to the development of this small, lime-
stone canyon in a landscape that is otherwise extremely flat. It is beyond the scope of this article to describe potential 
remediation techniques in great detail (examples can be found in Zhou and Beck, 2008); however the presence of the 
numerous inactive sinkholes near the modern sinking stream suggests that remediation techniques may only provide 
a temporary fix to the problem.
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ZAGROS KARST AQUIFERS, SOUTHWEST IRAN
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Abstract

Aggressive recharge water is capable of widening the surface and interior openings of karstic layers that leads to the 
easy flowing of water in this type of aquifers. The object of this study is to understand if surface karstification is the 
same as the interior karst development of an aquifer. Surface karstification was analyzed using Geographic Information 
System and remote sensing techniques, while interior karstification was studied with spring hydrograph analysis. The 
study area includes seven carbonate aquifers in the Zagros Region of Iran. The surface karstification of these aquifers 
is controlled by different factors including the thickness of carbonate formations, distance from faults, fracture density, 
precipitation, temperature, vegetation index, slope, and relief. The most important factors are precipitation and pres-
ence and density of faults and fractures; while the least significant factor is the vegetation cover. The spring hydrograph 
analysis shows that there are different ways of estimating the relative karst development, but each parameter that 
impacts the specific character of the karst aquifer might be independent of others. Furthermore, comparing the relative 
surface and interior karst development demonstrates that the possible relationship between them is unpredictable. 
Consequently, we define a specific and unique numeric method to assess the interior karst development that permits a 
meaningful concept and comparison among different aquifers throughout the world.

Introduction
The progression of the dissolution and development of karst in carbonate formations usually results in increased 

complexity in the structure and hydrogeologic properties of the karstic aquifer. The degree of karst development in 
these aquifers is influenced by various factors. Lithology, carbonate rocks thickness, tectonic setting (e.g., fractures 
and faults), relief, temperature, type and amount of precipitation, and partial pressure of CO2 are the most important 
factors determining the degree of karst development (White, 1988). Moreover, the vegetation type and intensity, and the 
thickness of the soil layer also play a meaningful role in karstification (Barany Kevei, 2007).

Carbonate pure lithology is more suitable for karst development, as the presence of impurities such as marl and 
silica minerals may impede the dissolution progress. The thickness of soluble rock layers and the stratigraphic position 
of them among the non-soluble layers control the extent of karst development. In the case of thin soluble rocks sand-
wiched between non-soluble layers, it is less likely that karstification occurs (Seif and Ebrahimi, 2014). Furthermore, 
the impermeable and non-soluble thin layers of rocks as interfering layers in the carbonate layers impede the water 
movement into the deeper parts, and hence, the dissolution only occurs in the top carbonate sequences (Lowe, 1992; 
Shabab-Brojeni, 2011).

Faults and fractures represent the effects of the tectonic setting. Most fractures are caused by the tectonic forces, 
weathering, and mechanical breakdown. Relief and local base level are the main geomorphologic factors that con-
trol the regional groundwater flow in karstic aquifers. They define boundary conditions and control the recharge and 
discharge locations of the aquifer (White, 1988; Palmer, 2000). The location of local base level is inherited from his-
torical and regional tectonic processes. Temperature and precipitation, which determine the availability of water, are 
certainly the principal variables controlling total denudation of the rocks by dissolution (Ford and Williams, 2007). The 
climate variability in regional and global scale results in the various spatial distribution of precipitation, temperature, and 
evapotranspiration, and consequently, significant changes in vegetation cover (Ekmekci and Tezcan, 2011). The type 
and density of vegetation cover of karst terrains are variable. Due to the activity of soil microbes, the vegetation cover 
usually improves the water aggressiveness by increasing the PCO2. Furthermore, the presence of vegetation regulates 
dissolution over a vast area. The slope controls water recharge into the subsurface. The residence time of surface 
runoff in gentle dips is considerably more than in steep dips, so the rate of infiltration in the gentle dips can be more 
than the steep dips.

These parameters must be active together to increase the karstification and enhancement of one of them imposes 
positive feedback to the others, though their weighted effects on dissolution vary.
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The Zagros Mountains Ranges are crucial sources of surface water and groundwater of Iran, which outcrop more 
than 100,000 km2 of carbonate formations (Raeisi, 2002). The groundwater of carbonate aquifers emerge at springs, 
discharge to the adjacent alluvial aquifer, or pour into traversing rivers (Ashjari and Raeisi, 2006). The Asmari Forma-
tion, with lithology of limestone and dolomite, is the most important groundwater and oil reservoir in this region.  Aqui-
fers formed in the Asmari Formation have different hydraulic behavior.

A lot of research has been developed to understand the hydrogeologic characteristics of Zagros Karst aquifers, in-
cluding from Dashti et al. (2015), Ashjari (2007), Raeisi and Stevanovic (2010), Karimi et al. (2005 and 2016), Chitsazan 
et al. (2015), and Kalantri et al. (2010). The main object of this research is to investigate the causes of the diversity in 
surface and interior karstification. Furthermore, springs responses to external stresses are investigated. The combined 
methods of GIS and spring hydrograph analyses in seven selected karstic springs are used to achieve these goals.

Study Area
The Zagros Mountains extend from the south of Turkey and north and northeast of Iraq to the south of Iran. The car-

bonate formations including limestone, dolomite, and dolomitic-limestone, form the high mountains and mainly expose 
as sequential anticlines and synclines (Alavi, 2004). Foldings cause superimposing of some of these carbonate forma-
tions, mostly near to the main thrust fault, with very steep dips of the layers. Gentler dips and broader spacing among 
the folds peak by distancing from the frequency of faults allow for the deposition of recent sediments as alluvium. The 
selected anticlines lie in the central segment of the Zagros in Iran (Fig 1). The rivers traverse these folds from the limbs 
or the plunges. In this research, five anticlines including Anar, Dashtak, Pabdeh, Rig, and Delisib have been studied. 
The locations of these anticlines are presented in Figure 1.

The fold axes of selected anticlines trend from the northwest to the southeast parallel to the main Zagros thrust fault. 
The lithology and the exposed formations of these anticlines are summarized in Table 1 in  chronologic order from the 
youngest to oldest according to Stöcklin (1968 and 1974). Surface geology and cross sections of these five anticlines 
are shown in Figures 2 to 5.

Figure 1. The study areas include location of Anar, Dashtak, Pabdeh, Rig, and Delisib anticlines.
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Asmari and Sarvak are the most important karst formations and constitute the largest karst aquifers and reservoirs 
with many spring discharges. In our research, information has been collected from seven important karst springs in-
cluding Bavan (Sp1), Sarabroud (Sp2), Sasan (Sp4), Bibitalkhun (Sp7), Atashgah (Sp11), Kharandaz (Sp19), and Abshar 
(Sp21). The characteristics of these springs are presented in Table 2, and their locations are depicted in Figures 2 to 
5. The resurgences of these springs and the main part of each catchment area are located in the Asmari Formation. 

Bavan (Sp1) and Sarabroud (Sp2) springs are two important springs of the Anar anticline (Fig 2). The core of this 
anticline is formed by the Sarvak Formation, which lies under the impermeable layers of the Pabdeh-Gurpi Formations. 
The Asmari-Jahrum Formations cover the latter formation in the Zagros, but it has been eroded by the active tectonics 
in the middle sections of the anticline and near to the peak. As a result, the Asmari-Jahrum formations are disconnect-
ed into two distinct parts; north and south limbs. Spring Sp1 emerges from the northern sector of the Asmari Formation 
while the Sp2 discharges the southern sector. Several faults, mainly in the perpendicular or oblique direction to the 
fold axis, cross the anticline. The solution features of dry valleys, karren, grike, rain pits, solution pans, and polje are 
observed. Dasht-e-Arzhan polje is formed at the southeast end of the anticline as a result of interactions of two normal 
faults and consequently the formation of a wide depression (Jamali et al., 2015). The Fahlian River is parallel to anticline 
elongation and turns in response to the plunge of the anticline from the northwest plunge and continues its flow to the 
south of the region.

Sasan Spring (Sp4) (Fig. 2) is the most important spring for the Dashtak anticline. There are several other small 
springs adjacent to Sasan Spring. The anticline is composed of Asmari-Jahrum Formations. Since the Shapor River 
traverses and erodes the anticline near to the northwest plunge, the Pabdeh-Gurpi, as the bedrock of the aquifer, is 

Table 1. The lithologic characteristics of the exposed formations at anticlines (Aghanabati, 2004; Alavi, 2004).
Anticlines Formation name Abbreviation Age Lithology Thickness

Anar Gachsaran Gs Miocene salt, anhydrite, colorful marls 1000

Asmari-Jahrum As-Ja Paleocene –Miocene limestone, anhydrite, and dolomite 300

Pabdeh-Gurpi Pd-Gu upper Cretaceous- Eocene marl, Shale, mudstone, and layers of 
limestone with thin clay

650

Dashtak Bakhtiari Bk Pleistocene conglomerate 200

Gachsaran Gs Miocene salt, anhydrite, colorful marls 1000

Asmari-Jahrum As-Ja Paleocene –Miocene limestone, anhydrite, and dolomite 350

Pabdeh-Gurpi Pd-Gu upper Cretaceous- Eocene marl, Shale, mudstone, and layers of 
limestone with thin clay

650

Ilam-Sarvak Il-Sv upper Cretaceous limestone 450

Pabdeh Aghajari Aj upper Neogene sandstone 150

Mishan Mn lower Neogene shale, limestone, and layers of dolomite 100

Asmari As Oligocene–Miocene limestone, anhydrite 300

Pabdeh Pd Paleocene –Eocene marl, Shale, and layers of limestone with 
thin clay

400

Rig Bakhtiari Bk Pleistocene conglomerate 100

Gachsaran Gs Miocene salt, anhydrite, colorful marls 300

Asmari As Oligocene–Miocene limestone, anhydrite, and dolomite 364

Pabdeh Pd Paleocene -Eocene marl, Shale, and layers of limestone with 
thin clay

700

Delisib Bakhtiari Bk Pleistocene conglomerate 100

Razak Rz Miocene shale and layers of limestone 200

Asmari-Jahrum As-Ja Paleocene –Miocene limestone, anhydrite, and dolomite 480

Pabdeh-Gurpi Pd-Gu upper Cretaceous- Eocene marl, Shale, mudstone, and layers of 
limestone with thin clay

650

Bakhtiari Bk Pleistocene conglomerate 100
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exposed. The impermeable layer of the Gachsaran Formation lies on top of the Asmari-Jahrum and may be outcropped 
clearly or hidden by a thin layer of alluvium. The regional fault of Qatar–Kazerun passes from the northwest plunge and 
continues to the south in the Kazerun plain. The branches of this fault are crushed severely in the west part of the an-
ticline, which leads to the formation of several small compartments of the carbonate aquifers. The main karst features 
are caves, especially prominent is the cave of Shapour (Raeisi and Kowsar, 1997).

The Pabdeh anticline, Bibitalkhun Spring (Sp7) emerges from the Asmari-Jahrum Formations of the southern limb 
of the anticline (Fig 3). The geologic settings of the layers are fairly similar to the Anar anticline. The Asmari-Jahrum 
Formations are separated into two parts in the limbs with the Pabdeh Formation exposed in the core. Moreover, the 
Gachsaran Formation overlays the Asmari-Jahrum in the base of the anticline. A thrust fault passes from the southern 
limb in the same direction of the fold that causes the high depression of the southern plain. Dolines are observed along 
a strike-slip fault near the southern plunge. The Talug River passes through the anticline and cuts into the carbonate 
formation.

Atashgah Spring (Sp11) appears on the southern limb of the Rig anticline (Fig 4). The Pabdeh Formation outcrops 
in the core and disconnects the Asmari-Jahrum Formations of the limbs. The impervious formation of Gachsaran is 
adjacent to the northern limb while the alluvium is deposited beside the southern limb. Since the anticline lies very close 
to the main thrust fault of the Zagros, the rocks are intensively fractured and faulted. Neither doline nor polje are ob-
served. The Khersan River passes near to the southern plunge and then turns to the northwest, parallel to the anticline 
elongation. Few springs emerge from the southern limb and discharge water to the river.

The Delisib anticline is the source of the Kharandaz and Abshar Springs (Sp19 and Sp21) (Fig 5). The core of the an-
ticline is a thick layer of the Pabdeh-Gurpi. The Razak Formation lies on top of the carbonate rocks of Asmari-Jahrum 
Formations. This Formation is hidden under thin alluvium at some areas. The solution features of dry valleys, karren, 
grike, rain pits, solution pans, and polje are observed.

Figure 2. A) Geologic map of Anar and Dashtak anticlines, B) Cross section of Anar anticline, C) Cross section of Dashtak anticline.
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Material and Methods
The geologic maps of the study areas were prepared based on geologic maps of 1/100,000 and 1/250,000 from the 

Iranian Oil Operating Company of Iran. Physicochemical parameters of springs (Table 2), and rainfall data were collect-
ed from the Fars Regional Water Authority (FRWA, 2012), the Chaharmahal and Bakhtiari Water Authority (CBRWA, 
2012), and the Khuzestan Water and Power Authority (KWPA, 2012). The field study and water sampling of groundwa-
ter resources were conducted if there were not enough data from previous studies. 

In our study, GIS and remote sensing techniques were used to evaluate surface karstification. Thickness of carbon-
ate formations (Th), tectonic setting (distance from faults (FB) and fracture density (FD)), climate (precipitation (P) and 
temperature (T)), vegetation index (V), slope (S), and relief (R) were applied as interpretation elements to extract the 
thematic layers.

The karstic layers are carbonate formations of Sarvak and Asmari Formations that give the highest karst potential 
scores. The stratigraphic thickness of these rocks had an important effect on karst development. Precipitation, deter-
mining the availability of water for chemical reactions, and temperature, determining the speed of chemical reaction, are 
essential factors in dissolution. The impact of changes in the elevation can be checked as climate factors; the value and 
type of precipitation, as well as values of temperature. For this reason, the elevation was not mentioned as an indepen-
dent factor. Accordingly, the correlation charts of (precipitation—altitude) and (temperature—altitude) were plotted. By 
using extrapolating from the different stations, a linear equation was fitted to the available data. Vegetation is found to 
have an important role in karst development through absorption of calcium and magnesium by roots and production of 

Figure 4. A) Geologic map of Rig anticlines, B) Cross section of Rig 
anticline.

Figure 3. A) Geologic map of Pabdeh anticlines, B) Cross section 
of Pabdeh anticline.
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carbon dioxide (Ford and Williams, 2007). Soil Adjusted Vegetation Index (SAVI) was used in areas with low vegetative 
cover (i.e.,  40 %) (Huete, 1988; Panda et al., 2010). The SAVI was used for detection of natural vegetation cover 
change in this study because of its acceptable accuracy and ability to detect the vegetation at study areas. The slope 
map, calculated based on percentage, was derived from a digital elevation model (DEM). Relief is the last factor affect-
ing karst development. This parameter is the controlling factor of flow direction at carbonate anticlines. As mentioned 
previously, the link between aquifer discharge locations and major flow direction indicates the local base level at study 
areas. First, the water flow direction at each of the anticlines should be defined. The local base level of karst areas was 
the lowest point to which water can flow, such as karst valley rivers or springs. Therefore, the local base level should 
be defined to obtain the relief factor at each anticline based on assigned local base levels.

Each factor was provided as a separate layer in GIS to determine karst development at study areas. GDEM of Iran 
(DEM, Iran SRTM - Shuttle Radar Topography Mission Dem data available at 3 arc second, ca. 90 m), geologic maps 
(1/100,000, 1/250,000), Landsat ETM+ 8 images, as well as hydrologic and groundwater data of study areas were used. 
GIS (ArcGIS 10) and remote sensing (PCI Geomatica) software packages were applied in data management and 
processing. All data were converted to digital format. Then, different layers were created and integrated in GIS. These 
steps, then followed by analysis and interpretation of the results. To determine which factors affect karst development 
and to what degree, experts were consulted to provide judgments on the importance of criteria (Table 3). Weighting of 
the maps was performed by using an Analytical Hierarchical Process (AHP). AHP, as a multi-objective and multi-cri-
teria decision-making approach, was developed by Saaty (1980). It was based on a pair-wise criteria comparison that 
has been extensively studied and refined. This approach enables the user to achieve a scale of preference drawn from 
a set of alternatives. Maps were combined applying the weighted index overlay in GIS that is a technique for applying a 
common measurement scale of values to diverse and dissimilar inputs to create an integrated analysis. 

The recharge of the study areas is mainly in the form of direct precipitation, rarely as snow, and in some cases, as 
seepage from rivers traversing the anticlines. The average precipitation over anticline sub-basin surfaces was estimat-
ed by using the precipitation—altitude relation and the DEM. Since it is the basis for all hydrologic analysis, the next 

Figure 5. A) Geologic map of Delisib anticlines, B) Cross section of Delisib anticline.
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step was the springs’ catchment area delineation (Bonac-
ci, 1987). The catchment area of each spring is calculated 
by the simple water-balance equation CA  Q/PI (Bonacci 
et al., 2006; Pezeshkpour, 1991; Karimi et al., 2001) where 
CA is the catchment area of the spring (km2), Q is the total 
annual volume of water discharging from the spring (Mm3 
y−1)], P is the annual precipitation (mm y1) and I (mm) is 
the recharge coefficient. Determination of recharge coef-
ficient is very difficult. It depends on many factors such as 
the presence or absence of sinkholes and dolines, joints 
and fractures, the thickness and granulation of soil cover, 
the slope of beds and topography, amount, type, time and 
space distribution of precipitation, temperature, and vege-
tation cover. The borderlines of the catchment areas were 
determined by using the proposed steps by Ashjari and 
Raeisi (2006).

Results
Remote sensing (RS) and GIS

Remote-sensing and GIS techniques were used to ob-
tain the qualitative map of karstification in the study areas. 
The surface karstification index values were extracted by 
using 

KD  (W∑RK)Th  (W∑RK)FB  (W∑RK)FD  (W∑RK)P
       (W∑RK)T  (W∑RK)SAVI  (W∑RK)S  (W∑RK)R	 (1)

Where KD was karstification value, W was the weight-
ing value of each factor, and RK assigned ranks to ranges 
of factors, including the thickness of carbonate formations 
Th, distance from faults FB, fracture density FD, precipi-
tation P, temperature T, vegetation index SAVI, slope S, 
and relief R. Each aquifer, from the karstification aspect, 
was classified into three classes from low, medium, and 
high. The index-weighting factors were done by using a 
combination of expert knowledge and database hierarchi-
cal analysis.

Karst development is carried out in seven karst aqui-
fers (A1−A7) (Fig 6). In Figure 6, the positions of aquifers 
on the anticlines are also shown. A1, A2, A3, A4, A5, A6, and 
A7 aquifers are the catchment areas of Sp1, Sp2, Sp4, Sp7, 
Sp11, Sp19, and Sp21 springs, respectively. The final results 
of the estimated surface karstification index are presented 
in Table 4 and Figure 6. The aquifers A1 and A2 have the 
lowest rates of karstification whereas the aquifers A6 and 
A7 show high rates of karstification. Other aquifers are dis-
tributed between these two groups.

The values of effective factors on karst development 
at the aquifers are presented in Table 5. The orders and 

effects of the factors on the karstification are dissimilar among the aquifers.
The highest value belongs to precipitation. Unless the aquifer rocks are crushed by a fault or the aquifer is located 

in lower elevation (i.e. less than 1500 meters). The catchment area of A3 and A4 are located at lower elevations relative 
to the others. Consequently, they receive the lowest precipitation. A7 and A4 are crushed by faults, which mainly control 
the karst development of the area. The thickness of aquifers is one of the lowest ranking factors in the condition that 
the catchment area is limited merely to the Asmari-Jahrum Formations. For instance, the catchment area of A3 and A4 
extend to the Sarvak Formation, which is thicker than Asmari-Jahrum.

Table 3. Factors affecting the karst development, and the 
assigned weights and
ranks for aquifers.

Factor Range Ra Wb

Thickness of Carbonate Formations, 
Th (m)

< 300 1 0.14

>300 and <350 2 0.14
>350 and <400 3 0.14
>400 and <450 5 0.14

> 450 8 0.14

Precipitation, P (mm/y) <500 1 0.13
500 − 600 2 0.13
600 − 700 3 0.13
700 − 800 5 0.13
800 − 900 7 0.13

>900 9 0.13

Distance from Faults, FB (m) <100 9 0.23
100 − 200 8 0.23
200 − 350 7 0.23
350 − 500 6 0.23
500 − 650 5 0.23
650 − 800 4 0.23

  800 − 1000 3 0.23
>1000 1 0.23

Fracture Density, FD (%) <25 2 0.19
25 − 50 5 0.19
50 − 75 7 0.19

>75 9 0.19

Temperature, T (°C) <10 8 0.05
10 − 15 6 0.05
15 − 20 4 0.05

>20 2 0.05

Soil Adjusted Vegetation Index, SAVI 
(%)

No Vegetation 0 0.09

Low Vegetation 2 0.09
Medium 

Vegetation
5 0.09

High Vegetation 8 0.09

Slope, S (%) <20 9 0.05
20 − 40 7 0.05
40 − 60 5 0.05
60 − 80 3 0.05

>80 1 0.05

Relief, R (m) <150 1 0.12
150 − 450 3 0.12
450 − 750 5 0.12

  750 − 1100 6 0.12
1100 − 1450 7 0.12
1450 − 1700 8 0.12

>1700 9 0.12
a Ranks of each factor (expert judgment).
b Weight of the factors (AHP method).
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Figure 6. Karst Development at aquifers: A) A1, A2, and A3 aquifers; B) A4 aquifer; C) A5 aquifer; D) A6 and A7 aquifers.
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The SAVI, slope, and temperature are among the lowest ranking factors. As expected, due to the dominance of the 
bare carbonate rocks in the Zagros region, the SAVI has received the lowest credit in all cases. The slope controls the 
recharge rate of the area, but the Asmari-Jahrum Formations are characterized by fractured aquifers. Therefore, the 
recharge role of the slope is weak. The precipitation and temperature are regarded as climatologic factors, but their 
effects on the karstification are dissimilar because the temperature variation rates are very low relative to the precipi-
tation.

Relief and local base level, plays an unclear role in the karstification. If the aquifer is located near to the High Zagros 
Zone, the role of relief is important. Anticlines of this zone are pushed intensively together, and elevation variations are 
vast. The aquifers of the Simply Folded Zone are characterized by the broad amplitude of folding and a lower rate of 
elevation variations.

The results show that the karstification values of the aquifers of the same anticline are not equal or follow the same 
order. For instance, the A6 and A7 are located in the Delisib anticline, but the precipitation is more important in the A6 
than A7. In fact, several faults cross the A7 impact the precipitation priority, whereas the main faults are absent in the A6.
Springs Hydrograph Analyses 

Shokri et al. (2016) suspected to the equality of the surface karstification and internal karstification and suggested 
that they might be completely independent. Therefore, to understand the aquifer karstification value, the spring hydro-
graphs are used to extract the karstification value based on the recession coefficients, the ratio of the quick flows to 
base flows, the ratio of dynamic storages to the catchment areas, and drying time of springs.

Hydrograph recession curve analysis is a technique commonly used to determine flow characteristics and karst de-
velopment (Bonacci, 1993; Brodie and Hostetler, 2009; Kresic and Bonacci, 2010). The Maillet method (Maillet, 1905) 
for defining a hydrograph recession curve and determine spring flow characteristics is used, so hydrographs for springs 
were prepared. 

Based on Kullman (2000), Malík (2007), and Malík and Vojtková (2012), a description of the recession of springs 
indicates that catchment areas of all springs are aquifers with irregularly developed fissure networks, with a majority of 
open macro-fissures, and with the possible presence of karst conduits of limited extent. In extreme cases, short-term 
turbulent flow might occur in this type of rock environment. Table 6 gives recession curve data, calculations related to 
dynamic storage, and drying time of springs.

Table 4. Descriptive classification and statistical parameters of karst development (KD) in the study areas.

Parameters
Statistical 

Description A1 A2 A3 A4 A5 A6 A7

Percent area of karst development, KD Low 75 84 68.5 69.8 57.49 2 0

Medium 25 16 31.5 30.2 40.11 68 49

High 0 0 0 0 2.4 30 51

Statistical parameters of karst development, 
KD

Min 2.01 2.31 1.84 1.72 1.63 3.79 5.14

Max 2.54 5.46 5.96 5.46 7.34 7.18 6.48

Average 3.76 3.88 3.9 3.6 4.49 5.48 5.99

Table 5. Values of the effective factors on karst development at aquifers.

ID

Thickness of 
Carbonate 

Formations, Tha

(m)

Precipitation, 
Pb

(mm/y)

Distance 
from Faults, 

FBb

(m)

Fracture 
Density, 

FDb

(%)

Temperature, 
Tb

(°C)

Soil Adjusted 
Vegetation Index, 

SAVIb

(%)

Slope, 
Sb

(%)

Relief, 
Rb

(m)
A1 28 86 76.51 59.32 28 7.34 42.9 12

A2 28 98.73 40.33 70.92 32.5 2.1 42.2 19.7

A3 75.78 41.95 69.1 64.4 21.64 18.1 36 27.9

A4 51.9 35.28 132.94 58.2 14.25 0.02 39 20.75

A5 28 805.31 48.87 87.6 36.1 18 38 53.1

A6 112 117 100.1 47 35.1 18 38.9 68

A7 112 117 177.3 73.2 30 18.3 30.1 43.3
a Values based on equation: [(% Area × Rank)] × Weight
b Values based on equation: [∑ (% Area × Rank)] × Weight
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The first discharge recession coefficients of the springs are more than the second recession coefficients (α1> α2) 
except the spring of Sp21 in the catchment area of A7 where α1 is less than α2 due to recharge from snow melting that 
perturbs the recessional processes. The values of α1 vary from 0.0062 in Sp2 to 0.047 in Sp1 while the minimum and 
maximum values of the α2 are 0.0025 in Sp11 and 0.017 in Sp1. The ratio of recession coefficients (α1:α2) changes from 
0.4 in Sp21 to 5.9 in Sp1. The results show that the springs of the same anticlines may have highly different values of the 
recession parameters. For examples, Sp19 and Sp21 are emerging from the Delisib anticline, but the values of α1, α2, and 
α1:α2 for Sp19 are 0.01, 0.003, and 3.33 and values for Sp21 are 0.007, 0.017, and 0.41. The high value of α1 can be rep-
resentative of high internal karst development. The order of cases from high to low development is Sp1, Sp4, Sp7, Sp11, 
Sp19, Sp21, and Sp2. If the value of α2 is regarded as representative of karstification, the order of the springs will change 
from Sp21, Sp4, Sp1, Sp2, Sp7, Sp19, and Sp11. The values of α1: α2 are considered in reverse order. The lowest value 
shows the highest development. In this condition, the springs’ orders are Sp21, Sp2, Sp4, Sp19, Sp7, Sp11, Sp1. Therefore, 
the obtained results are non-unique in the recession coefficient analysis.

The next criterion considered as representative of the karstification of aquifers is the ratio of quick flow to base 
flow. Karst systems contain quick flow and slow flow components. These components are reflected in the springs’ 
hydrographs. The highly developed aquifer has a very well-developed conduit system that stores and transfers the 
groundwater to the springs. Thus, the higher volume of quick flow/base flow can be considered as a fair criterion to 
karstification. So, the orders of springs from a high value of quick flow/base flow to a low value are Sp2, Sp1, Sp21, Sp4, 
Sp11, Sp19, and Sp7. The first three cases show the volume of the quick flow is more than base flow, whereas the other 
cases illustrate that the volume of the base flow is more than the volume of the quick flow.

The ratio of the dynamic volume of an aquifer to the catchment area is another criterion. The higher value of the ratio 
might be a representative of higher karst development. Regarding this criterion, the order of springs from the high value 
to the low value is Sp21, Sp19, Sp11, Sp4, Sp7, Sp1, and Sp2. 

The last parameter which we address is the drying time of the spring. The well-developed conduit system of springs 
permits the groundwater flow from the farthest spot to the spring. Therefore the spring lasts for a long time in a drought 
climate. The order of springs from long lasting (3445 days) to short lasting (400 days) are Sp4, Sp11, Sp19, Sp7, Sp2, Sp1, 
and Sp21.

The springs of Sp1 and Sp2 are emerging from the Anar anticline and the springs of Sp19 and Sp21 are discharging 
the Delisib anticline. Although springs are located in the same anticline and in the same climate region, their obtained 
karstification orders are dissimilar. Therefore, it is impossible to compare results about one aquifer in one anticline to 
another aquifer in the same anticline.
Discussion comparing surface and internal karstification

Seven aquifers from five anticlines are located in different regions where their geologic structure and climatic char-
acters are dissimilar in spite of their similarity of main lithology. Considering the priority of the aquifers in terms of karst 
development by different methods, they show absolutely non-unique orders that make it vexing to discriminate a highly 
karstified aquifer from other aquifers. For instance, the Sp21 shows the highest karstification order by using the GIS and 

Table 6. Recession curve data, calculations related to dynamic storage and drying time of springs.

Spring

Recession Coefficient
(d−1)

Time
(d)

Discharge 
Ratio
(Q/B)

Dynamic 
Storage
 (Mm3) V0/CA

(Mm3/km2)
Drying Time of Springs

(d)α1 α2 α3 t1 t2 t3 V0 V* V
Sp1 0.047 0.008 ∙∙∙ 20 15 ∙∙∙ 1.5 2.43 0.68 1.75 0.32 770

Sp2 0.0062 0.0058 ∙∙∙ 91 93 ∙∙∙ 2.4 22.06 7.34 14.72 0.24 1200

Sp4 0.02 0.009 0.002 31 33 78 1 97 61.57 35.43 0.4 3445

Sp7 0.02 0.005 ∙∙∙ 36 20 ∙∙∙ 0.2 43.79 25.92 17.87 0.33 1400

Sp11 0.011 0.0025 ∙∙∙ 45 60 ∙∙∙ 0.35 40 28.5 11.5 0.46 2800

Sp19 0.01 0.003 ∙∙∙ 96 70 ∙∙∙ 0.25 35.48 16.58 18.9 1.31 2300

Sp21 0.007 0.017 ∙∙∙ 106 31 ∙∙∙ 1.5 5.02 0.46 4.56 2.79 400
Calculation of Recession Curve of Springs
�1 � ; �2 � ; �3 � 

log Q0 � log Q1

0.4343(t1 � t0)

log Q1 � log Q2

0.4343(t2 � t1)

log Q2 � log Q3

0.4343(t3 � t2)

Q0 is spring discharge rate at the start time of recession curve. Q1, Q2, and Q3 are spring discharge rate at the change of slope in recession curve.
Q/B: Quick flow/Base flow
V0:    Dynamic Volume, V0  [(Q01/α1)  (Q02/α2)  (Q03/α3)]  (86400)
V*:   The remaining volume at the end of microregim, V*  (Q*/α3)  86400
V:     Volume drained during the recession time, V  V0  V*
CA:  Catchment areas of springs; Area of aquifers
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remote sensing approach while the other methods assign it at least 4th except the α2. The similarity of the order of the 
α2 and the GIS is not seen in other aquifers.

To find a probable relationship among these methods, linear and non-linear correlations of the absolute values of 
them were evaluated. The results show that in all methods, except between the obtained karstification values of the 
GIS-RS and dynamic volumes of the aquifers, there is no possible relationship among them. In fact, each method is 
referring to the specific character of a karstic aquifer. For instance, the α1 is mainly controlled by the conduit system 
development of an aquifer, which transfers the recharge water from the surface and epikarst to the spring. The α2 de-
pends upon the matrix-medium interconnection of the aquifer and their exchange rates to the conduits delivering to the 
springs. The ratio of the α1:α2 shows the general proportion of the conduit system to the matrix. The drying time of an 
aquifer is related to the geometry of the aquifer and storativity of the matrix.

The GIS-RS method mainly regarded the surface parameters of an aquifer and climatic parameters that may en-
hance the karstification which may not apply for the interior part of it. The ratio of the dynamic volume to the catchment 
area of the aquifer is related to the surface infiltration rate and precipitation. These parameters are inherently similar to 
the parameters of the GIS-RS method that cause the high correlation between them (Fig 7). 

Conclusion
The main question of this 

research was to determine if 
the surface and interior char-
acteristics of karst aquifers 
were related in terms of karsti-
fication. GIS and remote-sens-
ing methods aimed to assess 
the surface karst development 
in the study aquifers. The var-
ious methods include the α1 
value of the discharge reces-
sion coefficient, α1: α2 ratio, the 
ratio of the quick flows to base 
flows, the ratio of dynamic stor-
ages to the catchment areas, 
and drying time of springs, 
were used to assess the in-
terior characteristics of karst 
aquifers. The comparison of 

GIS and remote-sensing studies with other methods for evaluating interior karst development indicated that these two 
processes are completely independent. Moreover, it is observed that the karstification values of the aquifers of the 
same anticline are not equal or follow the same order, suggesting that each method refers to the specific character of a 
karstic aquifer. The α1 and α2 values are mainly controlled by the conduit system and matrix of an aquifer, respectively. 
Thus, the ratio of the α1:α2 shows the general proportion of conduit system and matrix. The ratio of the quick flow to 
base flow is a reasonable criterion for karstification so that the higher volume of this ratio indicates higher karstification. 
The drying time of an aquifer is related to the geometry of the aquifer and storage capacity of the matrix. The most 
similarity between GIS-RS methods and other methods is its relation to the ratio of dynamic storages to the catchment 
areas. In fact, the ratio of the dynamic volume to the catchment area of the aquifer is related to the surface infiltration 
rate and precipitation.

In addition, mapping the degree of karst development in aquifers, based on some effective factors such as thick-
nesses of soluble rock and tectonic setting, precipitation, vegetation density, temperature, relief, and slope revealed 
that the orders and effects of these factors on the karstification are not uniform among the aquifers. It should be noted 
that the GIS-RS method is a comprehensive approach to assess surface karst development on a regional scale. The 
ability to alter weights on local scales is the main advantage of the GIS-RS method.
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VENTILATION AND CAVE AIR PCO2 IN THE BUNKER-EMST CAVE SYSTEM 
(NW GERMANY): IMPLICATIONS FOR SPELEOTHEM PROXY DATA
Sylvia Riechelmann1,C, Sebastian F.M. Breitenbach1, Andrea Schröder-Ritzrau2, Augusto Mangini2, 
and Adrian Immenhauser1

Abstract

Cave air pCO2 (carbon dioxide partial pressure) is, along with drip rate, one of the most important factors controlling 
speleothem carbonate precipitation. As a consequence, pCO2 has an indirect but important control on speleothem proxy 
data (e.g., elemental concentrations, isotopic values). The CO2 concentration of cave air depends on CO2 source(s) and 
productivity, CO2 transport through the epikarst and karst zone, and cave air ventilation. To assess ventilation patterns 
in the Bunker-Emst Cave (BEC) System, we monitored the pCO2 value approximately 100 m from the lower entrance 
(Bunker Cave) at bi-hourly resolution between April 2012 and February 2014. The two entrances of the BEC system 
were artificially opened between 1860‒1863 (Emst Cave) and 1926 (Bunker Cave). Near-atmospheric minimum pCO2 
dynamics of 408 ppmv are measured in winter, and up to 811 ppmv are recorded in summer. Outside air contributes the 
highest proportion to cave air CO2, while soil, and possibly also ground air, provide a far smaller proportion through-
out the whole year. Cave air pCO2 correlates positively with the temperature difference between surface and cave air 
during summer and negatively in winter, with no clear pattern for spring and autumn. Dynamic ventilation is driven by 
temperature and resulting density differences between cave and surface air. In summer, warm atmospheric air is en-
trained through the upper cave entrance where it cools. With increasing density, the cooled air flows toward the lower 
entrance. In winter, this pattern is reversed, due to cold, atmospheric air entering the cave via the lower entrance, while 
relatively warm cave air rises and exits the cave via the upper entrance. The situation is further modulated by pref-
erential south-southwestern winds that point directly on both cave entrances. Thus, cave ventilation is frequently dis-
turbed, especially during periods with higher wind speed. Modern ventilation of the BEC system—induced by artificially 
openings—is not a direct analogue for pre-1860 ventilation conditions. The artificial change of ventilation resulted in a 
strong increase of δ13Cspeleothem values. Prior to the cave opening in 1860, Holocene δ13Cspeleothem values were significantly 
lower, probably related to limited ventilation due to the lack of significant connections between the surface and cave. 
Reduced ventilation led to significantly higher pCO2 values, minimal CO2 degassing from drip water and low kinetic 
isotope fractionation. Both modern and fossil speleothem precipitation rates are driven by water supply and carbonate 
saturation, and not by cave air pCO2. Today, pCO2 variability is too small to affect carbonate precipitation rates and the 
same is likely true for pCO2 variability prior to artificial opening of the cave. Thus, fossil speleothems from BEC System 
are likely more sensitive to temperature and infiltration dynamics. The Bunker-Emst Cave System, therefore, represents 
different ventilation patterns and their influence on speleothem proxy data in an exemplary manner, and it may serve 
as a template for other cave systems.

Introduction
Over the last two decades, paleoclimate reconstructions based on speleothems increased significantly in number 

and hind-casting value (Henderson, 2006). Precise 230Th/U dating and single or multi-proxy geochemical approaches 
allow for detailed paleoclimate reconstructions (Fairchild and Baker, 2012). A wide range of processes in the soil, epi-
karst (the uppermost zone of the karst in contact with the soil; Bakalowicz, 2012; Fairchild and Baker, 2012), and karst 
zone, as well as fractionation dynamics, can alter proxy data. To gain a better and quantitative understanding of the 
processes involved, sophisticated monitoring programs have been established (Spötl et al., 2005; Mattey et al., 2008, 
2010, 2016; Riechelmann et al., 2011, 2017; van Rampelbergh et al., 2014; Breitenbach et al., 2015; Ridley et al., 2015; 
Czuppon et al., 2018).  In this context, a large variety of parameters have been recorded, including surface, soil, and 
cave air temperature, air pressure, 222Rn, pCO2 (carbon dioxide partial pressure) and humidity, as well as the geochem-
ical composition of rain, soil, and dripwater. Data obtained from such monitoring programs were placed in context with 
recent carbonate precipitates or speleothems (Miorandi et al., 2010; Tremaine et al., 2011; Riechelmann et al., 2013, 
2014; Rossi and Lozano, 2016).

pCO2 values of cave air are generally elevated relative to the outside air (Spötl et al., 2005; Baldini et al., 2006; 
Riechelmann et al., 2011; Breecker et al., 2012; Mattey et al., 2016). CO2 plays an essential role in speleothem carbon-
ate precipitation (besides the degree of carbonate supersaturation of the dripwater and water supply), as well as on the 
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fractionation and incorporation of isotopic and elemental signatures in speleothems (Dreybrodt, 1988, 2008; Baldini et 
al., 2006; Banner et al., 2007; Lechleitner et al., 2016; Pu et al., 2016). Thus, recording cave air pCO2 is critical for those 
interested in assessing speleothem precipitation behavior and proxy dynamics. 

Generally applied concepts imply that rainwater infiltrating the soil zone absorbs plant- and microbial-derived CO2 
and constitutes a main source for CO2 in caves. Carbonic acid is produced in the soil and subsoil, dissociates to hy-
drogen carbonate, and is transported into the cave via fissures in the host rock. Low cave air pCO2 values, relative to 
the pCO2 of the dripwater, facilitate CO2 degassing, with higher CO2 gradients, leading to higher precipitation rates of 
calcium carbonate polymorphs (Bögli, 1978; Hammerschmidt et al., 1995; Fairchild and Baker, 2012). A long-underesti-
mated CO2 source is ground air, which exists in gaseous form in the karst vadose zone and is transported into the cave 
system via fissures, fractures, and pore-space of the rock. More recent studies revealed that ground air is most likely 
the main source of cave air CO2 rather than soil air (Mattey et al., 2010, 2016; Baldini et al., 2018). CO2 ground air is pro-
duced by microbial oxidation of organic matter in infiltrating water, as revealed by radiocarbon measurements, hinting 
on CO2 derived from the decay of old carbon and elevated δ13CCO2 values (e.g., Atkinson, 1977; Wood, 1985; Noronha 
et al., 2015; Mattey et al., 2016). Cave lakes or stream water, biological productivity in the cave, and hydrothermal CO2 
can act as additional CO2 sources for cave air CO2 (James, 1977; Baldini, 2010; Fairchild and Baker, 2012).

Cave air pCO2 depends on the CO2 productivity of its source, and cave ventilation processes (Fairchild and Baker, 
2012; Breitenbach et al., 2015; Lechleitner et al., 2016). Cave ventilation also influences speleothem isotope composi-
tion and growth dynamics, hence also trace element incorporation into carbonate. Ventilation can be classified into dif-
ferent types by physical mechanisms: cave breathing, with air pressure differences driving air exchange, wind-induced 
air flow, chimney circulation driven by air density differences (temperature; at least two cave entrances), convection, 
either forced or free, due to differences in air density, and water-induced air flow (Fairchild and Baker, 2012). These 
processes can act from hourly to multi-annual timescales (Fairchild and Baker, 2012). Microclimate monitoring in caves 
is rarely conducted at excessively high resolution (Tremaine et al., 2011; Breitenbach et al., 2015; Ridley et al., 2015), 
and, due to logistical limitations, sampling at weekly to monthly intervals still prevails (Spötl et al., 2005; Banner et al., 
2007; Riechelmann et al., 2011). 

Here, we present results from a two-year-long and bi-hourly resolved monitoring of cave air pCO2, and air tempera-
ture in the Bunker-Emst Cave System. Physico-chemical data from modern carbonate precipitates on watch glasses, 
and speleothem data complement the monitoring dataset. The results are compared with meteorological data to iden-
tify the ventilation processes and their physical drivers, document changes in cave air pCO2 at different timescales, 
and determine the impact of CO2 dynamics on speleothem precipitation and geochemical proxies in the Bunker-Emst 
Cave System. 

Cave Setting and Monitoring Protocol
The Bunker-Emst Cave (BEC) System is located in the Rhenish Slate Mountains in the NW part of the Sauerland, 

Germany between the towns of Iserlohn and Letmathe (Fig. 1). This system has two south-oriented entrances. The 
entrance of Bunker Cave is the lower one of the 3.5 km long BEC System and is located at 184 meters above sea level 
(m a.s.l.) at 51°22ʹN and 07°40ʹE (Fig. 2A). The Emst Cave entrance is located 197 m a.s.l. (Fig. 2A), thus is 13 m higher 
and was opened from 1860 to 1863, during railway constructions, while Bunker Cave was opened in 1926 during road 
construction (Grebe, 1993; Hammerschmidt et al., 1995).

Automatic logging of cave pCO2 and cave air temperature was conducted from April 2012 to February 2014 with 
the monitoring device CORA, equipped with a non-dispersive infrared (NDIR) sensor (Luetscher and Ziegler, 2012). 
The long-term precision of pCO2 measurements is  1.6 %, with  3 % accuracy. A bi-hourly measuring interval was 
chosen to allow detection of diurnal variability. CORA was installed in the Photographer’s Chamber (forming part of 
Chamber 2; Fig. 2), located at a distance of ca. 100 m from the Bunker Cave (lower) Entrance. Gaps in the record are 
due to technical problems during the monitoring period. 

Two drip-site monitoring setups with watch glasses were placed in Chamber 1 (TS 1 / U I) and Chamber 2 (TS 8 / 
U IV; Fig. 2). Drip rate and dripwater saturation indices with regard to calcite, as well as carbonate precipitation rates 
on the watch glasses, and δ13C and δ18O of precipitated carbonates were measured or calculated. Additionally, soil air 
was sampled using fixed soil gas lances. Soil air was analyzed for its CO2 concentration and δ13CCO2 value. Details on 
measurement protocols and analyses can be found in Riechelmann et al. (2011, 2013, 2014, 2017).

Instrumental climate data of the meteorological station Hemer (51°23ʹN, 07°45ʹE, 200 m a.s.l.; www.meteogroup.
com; Fig. 1), located 7 km northeast of BEC system, are used at hourly resolution (temperature (°C), wind direction 
(°) and wind velocity (km h-1)). Calculated standard deviations of mean values of all above mentioned parameters are 
given as 1s.
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Results
Cave Air pCO2 Con-
centration

Bunker-Emst Cave 
pCO2 values mea-
sured with the CORA 
logger show a long-
term mean of 519 ± 
84 ppmv; n  5248). 
Seasonal variations 
display lower pCO2 
values in winter (DJF; 
mean: 490 ± 29 ppmv, 
n  890) and spring 
(MAM; mean: 454  
19 ppmv, n  1588), 
and higher values in 
summer (JJA; mean: 

589  89 ppmv, n  1760) and autumn (SON; mean 527  74 ppmv, n  1009) months (Fig. 3A). Minimum pCO2 values 
for all seasons range from 408 to 436 ppmv, whereas maximum values are highest in summer (811 ppmv) and autumn 
(716 ppmv), and lowest in winter (558 ppmv) and spring (598 ppmv). Consequently, the maximal seasonal amplitude of 
pCO2 values is higher in summer (375 ppmv) and autumn (300 ppmv) than in winter (137 ppmv) and spring (190 ppmv) 
months.

Monthly pCO2 values vary irregularly from 10 to 160 ppmv over several days up to a few weeks (Fig. 4). Significant pCO2 
variations are observed at a diurnal scale, although these patterns are detectable only for a range of a few days, up to a 
week (Fig. 4). The most obvious examples for strong, diurnal variations were recorded in March and July 2013. In March 
2013 pCO2 values increased from midnight toward morning, then decreased until the next evening, before they increased 
again during the next night (Fig. 5A). The opposite behavior is observed in July 2013 (Fig. 5B). A pattern similar to the 
one observed in March 2013 occurs mostly during the winter months, whereas during summer months, a pattern similar 
to that in July 2013 is observed. During spring and autumn months, both the winter and the summer patterns can be ob-

Figure 1. Geological map with the location of Bunker-Emst Cave System and the meteorological station (MS) 
Hemer.

Figure 2. (A) Vertical profile indicating the Photographer’s Chamber with the location of the CO2 logger CORA, and the chambers 1 and 2 
of previous monitoring (Riechelmann et al., 2011). (B) Map of BEC System with the locations of the CO2 logger CORA in the Photographer’s 
Chamber and of the drip and watch glass sites TS 1 / U I (Chamber 1) and TS 8 / U IV and speleothem BU 4 in Chamber 2.
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served, respectively. 
Diurnal pCO2 ampli-
tudes reach 10 ppmv 
to 50 ppmv. Besides 
the variations de-
scribed above, sig-
nificant decreasing 
pCO2 values with 
amplitudes of up to 
150 ppmv can be ob-
served within a few 
hours. Such decreas-
ing events were par-
ticularly pronounced 
in August 25, 2012 
(150 ppmv) and Au-
gust 26, 2012 (100 
ppmv) (Fig. 6) and 
July 30−31, 2013 (50 
ppmv) (Fig. 4). 
Surface and Cave 
Air Temperatures

The climate of NW 
Germany is temper-
ate, with no distinct 
dry season and warm 

Figure 3. (A) Outside air temperature and cave air pCO2 and temperature at BEC (April 2012 to February 
2014). (B) Outside air and cave air temperature. Note the anti-correlation between both curves.

Figure 4. Variations of pCO2 and ΔT in (A) spring (March 2013), (B) summer (July 2013), (C) autumn (September 2012) and (D) winter (De-
cember 2013). Note positive ΔT values (cave air colder than outside air) in summer and mostly negative ones (cave air warmer than outside 
air) in winter, while in spring and autumn both positive and negative ΔT values occur.
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summers. Mean 
air temperature 
of the warmest 
month is below 
22 °C, and more 
than four months 
have tempera-
tures  10 °C 
(Cfb climate in 
the Köppen clas-
sification, Peel et 
al., 2007). Over 
the monitoring 
period, outside 
air temperature 
ranges from 
11.0 °C (March 
2013) to 35.7 °C 
(August 2013), 
with a mean of 
10.0  7.4 °C 
(n  16,771; 
Fig. 3). Sea-
sonal variations 
display lower 
t e m p e r a t u r e s 

in winter (DJF; mean: 3.4  
4.1 °C, n  4320) and high-
er temperatures in summer 
(JJA; mean: 17.4  5.2 °C, n 
 4416). Spring (MAM; mean: 
8.9  6.9 °C, n  3672) and 
autumn (SON; mean: 10.0  
5.3 °C, n  4363) months dis-
play temperatures close to the 
yearly mean.

Cave air temperature (Tcave 

air) is rather constant com-
pared to outside air tempera-
ture (Toutside air) with a mean of 
9.8  0.1 °C (n  5248) (Fig. 
3A). The difference between 
maximum (10.0 °C; February 
2013) and minimum Tcave air 
(9.6 °C; August and Septem-
ber 2012) recorded values of 
0.4 °C (Fig. 3B). Lowest Tcave 

air values are observed in sum-
mer and autumn, while the 
highest values occur in winter 
and spring (Fig. 3B). The dif-

ference between Toutside air and Tcave air is:

	 ΔT  Toutside air  Tcave air	 (1)

Negative ΔT values indicate warmer conditions in the cave, compared to surface conditions, and vice versa. Posi-
tive ΔT values are mainly observed in summer, while ΔT is usually found to be negative in winter (Fig. 4). In spring and 

Figure 5. Variations of pCO2 and ΔT at diurnal scale in (A) March 2013 and (B) July 2013. Note the anti-correlation 
between pCO2 and ΔT in March and the correlation in July with a small time lag.

Figure 6. Variations of pCO2 in August 2012. Note the strong decreases in pCO2 during the August 
25 −26, 2012 period.
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autumn, ΔT switches between positive and negative values over weeks and even within a day (Figs. 4 and 5). Diurnal 
ΔT changes are also observed for all seasons, with decreasing values at night and increasing ones during daytime 
(Figs. 4 and 5). Although this pattern is mostly well pronounced (e.g., July 2013, Fig. 4), irregular patterns may occur. 
An example of an irregular pattern was recorded in December 2013 (Fig. 4).
Wind Directions and Velocity

Winds above the cave are characterized by preferential southerly to westerly directions (Fig. 7B-C). The mean wind 
direction from April 2012 to February 2014 is 193°  83° (i.e., SSW; n  16,769). Mean wind directions vary between 
southerly directions in winter and spring, and SSW directions in summer and autumn. Only during February and March 
2013, the wind blew mainly from northern to eastern directions (Fig. 7A). The mean wind velocity was 9.2 ± 5.1 km h1 
(n  16,769), with a maximum of 35.2 km h1 (December 2013). Wind velocities are lower during summer (JJA; mean 
7.7  4.0 km h1, n  4416) and higher in winter (DJF; mean: 11.4  6.0 km h1, n  4320; Fig. 7). Spring and autumn 
months display intermediate, mean wind speeds (MAM: 9.2  4.8 km h1, n  3672; SON: 8.4  4.8 km h1, n  4361; 
Fig. 7). 
Dripwater and Carbonate Precipitates

Drip sites TS 1 / U I and TS 8 / U IV have been monitored (from 2006 to 2013) to evaluate carbonate precipitation 
rate dynamics. Here, data from 2012 to 2013, i.e., the same time interval as the pCO2 monitoring, is presented. Drip 
rates, SICc and carbonate precipitation rates are higher for site TS 1 / U I compared to site TS 8 / U IV (Fig. 8). At both 
watch glass sites, precipitation rates are higher during winter and spring and lower during summer and autumn (Fig. 8). 
At TS 1, water supply (drip rate) is highest in spring, whereas drip rates are rather constant at site TS 8. At site TS 1, the 
SICc displays an increasing trend over the monitoring period, while at site TS 8 SICc shows highest values in spring and 
summer (Fig. 8). Carbonates precipitated at site TS 1 / U I display lower δ18O and δ13C values in contrast to precipitates 
at site TS 8 / U IV (Fig. 9A). Generally, δ18O and δ13C values of carbonate precipitates on watch glasses are higher in 
winter and spring, but the variability of data is relatively small (Fig. 9A). 

Interpretation and Discussion
Heat Transport Mechanism

The Bun-
ker-Emst Cave 
air temperature is 
close to the mean 
annual outside air 
temperature and 
the seasonal cave 
air temperature 
pattern is close to 
a sinusoidal curve 
(Fig. 3). This im-
plies that heat con-
duction is the main 
factor influencing 
cave air tempera-
ture. Thereby, the 
outside air tem-
perature is record-
ed by the soil and 
transmitted to the 
host rock (e.g., Pol-
lack and Huang, 
2000; Smerdon 
et al., 2006). The 
transport mecha-
nism of heat con-
duction through the 
host rock depends 
on its thermal  

Figure 7. Wind directions, number of wind events and respective wind speed in (A) spring (March 2013), (B) 
summer (July 2013), (C) autumn (September 2012) and (D) winter (December 2013). Higher wind speeds occur 
mostly in winter months and occasionally in spring and autumn. Southern to western directions are the preferred 
wind directions.
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diffusivity, resulting in 
a time lag between out-
side air and cave air 
temperature. Inverse 
temperature curves of 
outside and cave air 
(Fig. 3B) suggest a time 
lag of approximately six 
months. Nevertheless, 
such short time lags are 
only observed for very 
shallow portions of the 
cave ( 5 m in depth; 
Domínguez-Villar, 2012), 
whereas the rock over-
burden of the photog-
rapher’s chamber, the 
main study site docu-
mented in this paper, is 
on the order of 15 to 30 
m (Grebe, 1993). Under 
these conditions, a time 
lag of several years is ex-
pected. Heat advection 

induced by ventilation 
adds additional noise 

to the cave air temperature record, resulting in an asymmetrical curve (Domínguez-Villars, 2012). In BEC, this is best 
observed between June to September 2012 (Fig. 3B). The total contribution of heat advection is, however, small due to 
the relatively small entrances. Therefore, the authors conclude that Tcave air is mainly influenced by heat transferred by 
conduction, and on a smaller scale by heat advection due to ventilation.
Cave Air CO2 Sources

Compared to other caves worldwide, the BEC System displays relatively low cave air pCO2 values (Spötl et al., 
2005; Baldini et al., 2006; Banner et al., 2007; Cowan et al., 2013; Pla et al., 2016; Pu et al., 2016). Previous CO2 mea-

Figure 8. Carbonate precipitation, drip rate and saturation index of calcite of recent watch- glass precipitates 
(U I and U IV) and their respective drip waters (sites TS 1 and TS 8) as well as cave air pCO2.

Figure 9. (A) Oxygen and carbon isotope values of modern watch-glass precipitates (U I and U IV) and of the most recent part of speleo-
them BU 4, as well as cave air pCO2. Note that oxygen and carbon isotopic composition of BU 4 corresponds to that of watch glass U IV. 
(B) Carbon isotope signatures of the last 500 years of speleothem BU 4. The opening of both cave entrances is marked. Data are from 
Fohlmeister et al. (2012).
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surements in Chamber 1, Chamber 2, and the Photographer’s Chamber in Bunker Cave (Fig. 2) revealed CO2 concen-
trations between 580 to 1200 ppmv (Riechelmann et al., 2011). These are higher than those measured in the current 
study. This discrepancy is assumed to be a methodological artifact, since Riechelmann et al. (2011) measured with a 
hand-held device during the monthly monitoring tours, and contamination of cave air with human breath could not be 
fully excluded in the narrow cave chambers. Consequently, we assume the CO2 data of the current study to be more 
representative of the CO2 variability in the BEC System than the previous measurements. pCO2 values in winter and 
spring (minimum 408 ppmv) in BEC System are only slightly higher than outside air values, while summer and autumn 
in-cave pCO2 values are slightly elevated (up to 811 ppmv; Fig. 3A). Hence, the relatively low pCO2 values observed 
throughout the year in the BEC System suggest a continuous exchange between cave and outside air (398 ppmv 
(2012−2014); air monitoring station Schauinsland, Germany; German Federal Environmental Agency, 2018). Never-
theless, an independent source introducing CO2 to the cave air is required to explain the higher summer and autumn 
pCO2 values. There is no evidence for CO2 degassing from cave lakes or streams and hydrothermal CO2 in the BEC 
System (Riechelmann et al., 2011). CO2 produced by microbial activity, however, in the cave was not assessed, so this 
might represent a possible, but poorly quantified, source of CO2. The most likely sources of CO2 in the BEC System 
and its seasonal variability, however, are increased soil zone activity in summer, driven by higher temperatures and soil 
humidity (e.g., Tremaine et al., 2011; Ek and Godissart, 2014), or seasonal, varying ground air produced by microbial 
activity in the vadose karst zone being introduced into the cave system (Mattey et al., 2010, 2016; Baldini et al., 2018). 

Previous work, taking measurements of the δ13CCO2 of soil air above BEC System, suggested a mean value of 22 
‰ (Riechelmann et al., 2011). This relatively high value might be due to a methodological offset. The portable soil gas 
probe, used by Riechelmann et al. (2011) for sampling, might have contaminated the sample with surface air (with a 
mean value of  8 ‰). Sampling with a fixed soil gas lance gave δ13CCO2 values of up to 28 ‰ for soil air, suggesting 
C3 plants as a source for soil air CO2. The δ13C values of C3 plant respiration varies between 22 ‰ to 35 ‰ with 
a mean value of 27 ‰ (e.g., Bender, 1971; O’Leary, 1988; Madhavan et al., 1991; Glaser, 2005). Soil zone CO2 is 
delivered to the cave system via dripwater, and additionally through open cracks and fissures in the host rock (Baldini 
et al., 2006). Ground air is another alternative source for cave air pCO2. Being mainly produced in the vadose zone of 
karst aquifers, gaseous ground air CO2 is transported via fissures, fractures, and pore-space of the rock (e.g., Atkinson, 
1977). Modelled and measured δ13CCO2 rates of gaseous ground air (in boreholes) suggest values between 24 ‰ and 
18 ‰ (Benavente et al., 2010; Mattey et al., 2016). In the BEC system, cave air pCO2 δ

13C values vary between 14 ‰ 
and 17 ‰. On the basis of the δ13CCO2 values, it cannot be established which is the lower endmember source (ground 
air or soil air CO2). In previous work, Riechelmann et al. (2011) suggested that Bunker Cave air represents an admixture 
between soil air and outside air. Baldini et al. (2018), in contrast, suggested ground air as an additional source for cave 
air in several cave sites worldwide (including Bunker Cave). Because ground air CO2 concentrations are often very high, 
and range between 12,000 to 70,000 ppmv (occasionally even higher than soil air CO2 concentrations; e.g., Atkinson, 
1977; Benavente et al., 2010; Hendry and Wassenaar, 2005; Baldini et al., 2018), the contribution of ground air to cave 
air pCO2 is expected to be small, in view of the low cave air CO2 concentrations. Soil air CO2 concentrations reach up 
to 11,000 ppmv above the BEC System (Riechelmann et al., 2011); thus, the contribution of soil air to cave air can also 
be expected to be small.

Mattey et al. (2016), reported large seasonal CO2 variations in boreholes. Exceptions included only the deepest 
portions of these boreholes, where no difference between summer and winter month values was found. Consequently, 
seasonal variation of cave air pCO2 can be explained by seasonal variations in soil air or ground air. Because ground 
air is so much more enriched in CO2 compared to soil air, and cave air displays such low concentrations, we argue 
that the fraction of soil air contributing to cave air is higher than the fraction of ground air. Although, both have to be 
low compared to the fraction of outside air. By applying a simple mass balance, the fractions of outside air and soil air 
(ground air) can be estimated. The following equation is used here:

	 Foutside air  CO2 outside air  Fsoil air  CO2 soil air  1  CO2 cave air	 (2)

where

	 Fsoil air  1  Foutside air	 (3)

	 Foutside air  (CO2 cave air � CO2 soil air)
(CO2 outside air � CO2 soil air)	 (4)

where Foutside air is the fraction of the outside air, Fsoil air is the fraction of soil air, and CO2 refers to the CO2 concentrations 
of each air type. Calculations were made for winter (DJF) and summer (JJA), using the mean CO2 cave air values of 
these months as described above. The CO2 concentration of outside air is assumed to be 398 ppmv (2012‒2014; air 
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monitoring station Schauinsland, Germany; German Federal Environmental Agency, 2018), whereas soil air CO2 con-
centration is 1170 ppmv in winter and 6600 ppmv in summer. This results in a mixing of 88 % outside air and 12 % soil 
air (or ground air) in winter and 97 % outside air and 3% soil air (or ground air) in summer. When inserting the minimum 
pCO2 value in winter (408 ppmv) and the maximum pCO2 value in summer (811 ppmv) in the above equations, a fraction 
of 99 % outside air in winter and 93 % outside air in summer results. We conclude that the main contribution to cave 
air is outside air, while soil and ground air represent a far smaller proportion. Hence, the ventilation in BEC System is 
generally well developed.
Ventilation Systematics in Bunker-Emst Cave System

Due to its two entrances, the BEC System exhibits a dynamic ventilation sensu Geiger (1961), and with the en-
trances being on different levels (13 m vertical difference), chimney circulation is suggested as the possible ventilation 
mechanism. This is supported by the observed airflow directions in the narrow passage connecting the Bunker Cave 
Entrance with Chamber 1 (Fig. 2), as measured during the monitoring tours. During summer months, the preferential 
direction was an outflow through the lower entrance, whereas during winter months, we observed inflow of air through 
the lower entrance. Particularly during very cold days (10 °C to 0 °C), ascending warm, humid air could be detected 
at the upper Emst Cave Entrance. Since the logging device is close to the lower entrance and on a similar altitude with 
it, the ventilation concept applies only for passages and chambers near the two entrances, where cave and outside 
air interact and coalesce (Tremaine et al., 2011; McDonough et al., 2016). We would like to emphasize that the pCO2 
levels and ventilation systematics of deeper parts of the BEC System remain poorly constrained at present, since no 
monitoring of these portions of the cave has been performed. We assume, however, that the deeper parts of the cave 
have higher CO2 concentrations because of significantly reduced ventilation in these passages. In contrast, increasing 
amounts of ground air are observed in other cave systems (Baldini et al., 2006, 2018; Mattey et al., 2016). 

Chimney circulation is driven by air density gradients between outside and cave air. These, in turn, are governed by 
air temperature differences (Fairchild and Baker, 2012). Another possible driving factor is a pressure difference induced 
by the altitude gradient of the cave entrances. This scenario, however, seems unlikely because the altitude difference 
is too small, and pressure differences above the cave (on level with Emst Cave Entrance) relative to such taken inside 
the cave revealed no difference. As outlined above, positive ΔT values imply warm outside air and cold cave air, which 
is the usual pattern during summer months. Conversely, during winter, the cave is warmer than the land surface and 
ΔT values are negative (Fig. 3). Monthly (and diurnal) ΔT values and cave air pCO2 are mostly positively correlated in 
summer, and negatively in winter, whereas autumn and spring months show both positive and negative correlations 
(Table 1). We conclude that pCO2 variations are driven by temperature (density) differences. 

Generally, two different ventilation regimes can be discerned: a summer (positive ΔT values and positive correlation) 
and a winter (negative ΔT values and negative correlation) pattern. During summer (Fig. 4 and Table 1), warm surface 
air enters the upper entrance. The air cools down while passing through the cave, and hence, its density increases, re-
sulting in outflowing colder air through the lower entrance (Fig. 10A). During winter months, this pattern is reversed; cold 
and dense surface air enters through the lower entrance. After warming in the cave, this air mass ascends toward the 
upper entrance, where it leaves the cave (Fig. 10B). In spring and autumn, ventilation switches back and forth, depend-
ing on ΔT, at monthly to daily timescales. During these transitional periods, surface temperatures can be warmer than 
cave air temperatures during day, but colder during the night. Furthermore, ventilation can stagnate if ΔT values are 
close or equal to zero, reflected in lacking correlation between pCO2 and ΔT (Table 1). However, increasingly negative 
or positive ΔT values result in higher variations of pCO2 due to intensified ventilation. Similar ventilation patterns were 
also observed in other cave systems (e.g., De Freitas et al., 1982; Spötl et al., 2005; Tremaine et al., 2011; Gregorič et 
al., 2014). 

Changes in ΔT are due to outside air temperature being influenced by insolation, cloudiness, wind speed, and 
occurrences of warm or cold fronts (Lauer and Bendix, 2006). Consequently, ΔT and pCO2 do not only display clear 
diurnal signals, such as in March and July 2013, but also irregular patterns, depending on surface weather conditions 
(Figs. 4 and 5). Both March and July 2013, displayed stable and rather extreme weather conditions over longer time 
periods, leading to well-defined diurnal patterns driven solely by insolation. During March 2013, extremely cold, arctic 
air reached NW Germany, leading to preferential wind from northern to eastern directions and generally too cold tem-
peratures for March (Fig. 7A; DWD, 2013a), whereas in July, a stable, high-pressure cell developed resulting in warm 
temperatures (DWD, 2013b).

Diurnal pCO2 variations in winter and summer are governed by more complex processes. Surface temperature 
usually increases with insolation during the day, and thus, ΔT increases too, while at night, the surface cools and ΔT 
decreases (Figs. 4 and 5). During winter months, however, we observe that daily pCO2 anti-correlates with ΔT. A pos-
sible explanation is suction of CO2 from ground air or soil air into the cave through host rock fissures, or from deeper 
cave parts during the night hours when ventilation is intensified (Fig. 5A). This is because both soil and deeper cave air 
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are enriched in CO2. Although in winter, soil air is less concentrated 
in CO2 due to lower plant activity. When ΔT returns to less negative 
values (near zero) during the day, ventilation diminishes, and this 
suction effect is weaker or absent. Thus, pCO2 decreases due to 
higher inflow of outside air from the lower entrance. In summer, daily 
pCO2 and ΔT values correlate positively. Due to more positive ΔT 
values during the day, ventilation is increased. A suction of soil air 
or ground air CO2 through fissures in the host rock, or from deep-
er cave portions, leads to increased pCO2 values. During summer 
months, air enters through the upper entrance and flows out through 
the lower entrance. Hence, it seems possible that ground air from 
deeper parts of the cave system is sucked into the main airflow path 
between the two entrances, leading to a higher fraction of ground 
air contributing to cave air. During night hours, ventilation intensity 
decreases (ΔT values are less positive) and, consequently, pCO2 de-
creases, too. The CO2 variability of outside air at BEC System was 
not recorded in the context of this study. However, it can be assumed 
that outside air CO2 variability, although small (Keeling et al., 2005), 
influences pCO2 cave air variability at diurnal and seasonal scale. 

Obviously, pCO2 slightly lags variations in ΔT (Fig. 5). This is best 
explained by the intensity and rapidity of adjustment of the ventila-
tion, and the distance the air needs to pass from the entrance to 
reach the data logger. We computed running correlations for the pe-
riods with the most pronounced diurnal variations (March 2013 and 
July 2013; Fig. 5) to determine the lag between change of outside 
temperature (air density) and response of pCO2 levels in the cave. 
The running correlations suggest a lag of two hours for March 2013, 
and six hours for July 2013. Since the CO2 logger is at a distance of 
only 100 m to the lower entrance, the shorter transfer time in March 
2013 is easily explained. Surface air entering the lower entrance in 

winter reached the logger three times faster compared to summer months, when the air enters through the upper en-
trance and has to overcome a distance of 300 m to reach the logger. This results, in both cases, in an especially low 
air flow velocity of 0.014 m s-1. Due to this, air entering the cave through the lower or upper entrance is near-equilibrated 
with rock temperature when it reaches the logger. This is documented by the low, cave air temperature variability due 
to heat advection (Fig. 3B). Air flow velocity, however, is expected to vary throughout the year. 

Most variations of cave air pCO2 can be explained by temperature-driven air density differences. An additional fac-
tor, however, influences the ventilation pattern and is responsible for strong CO2 decreases of up to 150 ppm within a 
few hours (Figs. 4 and 6). This secondary ventilation pattern for the BEC System is wind-induced flow. Wind-induced 
flow is facilitated by the orientation of both cave entrances toward the south, and thus, toward the main wind sector 
(Figs. 4, 6 and 7). Particularly, during periods of higher wind speed, and especially during winter months, the normal 
chimney circulation is disturbed; surface air is blown into the cave, lowering the CO2 level. The period of August 25−26, 
2012 was particularly well suited to exemplify this wind-induced disturbance. August 25, 2012 wind speed varied be-
tween 13 to 19 km h-1, with directions between 190° and 240° (SSW). This resulted in a reduction of cave air pCO2 by ca. 
150 ppm (Fig. 6). During the first part of the night, wind speed was below 8 km h-1 and no disturbance could be detected 
in the cave. In the early hours of August 26, 2012, however, wind picked up again with speeds of 11 to 17 km h-1 from 
directions of 190° to 230°, again accompanied by a lowering of cave air pCO2 by around 100 ppm (Fig. 6). After the wind 
direction changed westward and outside air was no longer pushed into the cave, the background ventilation reactivated. 

In summary, the ventilation of the BEC System qualifies as dynamic in nature, with changes on seasonal to diurnal 
timescales. Chimney circulation is driven by air density differences forced by differential cave and outside air tem-
peratures. This pattern is frequently overprinted by wind-induced air flow into the cave entrances. All of these factors 
make the Bunker-Emst Cave System an outstanding case example to highlight the forcing and interaction of multiple 
ventilation patterns.
Implications for Speleothem Proxy Data

The high resolution pCO2 monitoring was accompanied by placement of watch glasses (U I, U IV) under two drip 
sites (TS 1, TS 8). This was performed to assess carbonate precipitation dynamics in direct relation to ventilation 

Table 1. Correlation values between monthly pCO2 
and ΔT.

CO2 vs. ΔT r p n
Apr 12 0.32 3.60 × 10−6 198
May 12 0.30 4.46 × 10−9 355
Jun 12 0.54 0 313
Jul 12 0.24 4.36 × 10−6 356
Aug 12 0.16 0.002 347
Sep 12 0.52 0 328
Oct 12 0.54 0 337
Nov 12 0.00 0.93 344

Dec 12 −0.03 0.83 42

Feb 13 −0.06 0.47 174

Mar 13 −0.80 0 345
Apr 13 −0.44 0 338
May 13 0.35 9.66 × 10−12 351
Jun 13 0.19 4.17 × 10−4 340
Jul 13 0.43 0 356
Aug 13 0.60 4.47 × 10−6 49
Dec 13 −0.06 0.42 197

Jan 14 −0.70 0 356
Feb 14 −0.17 0.06 122

Note: Negative correlations occurred most often in winter and positive 
correlations occurred most often in summer, while spring and autumn 
show both, positive and negative correlations. Significant correlations are 
printed bold.
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patterns. Carbonate 
precipitation on glass-
es U I and U IV was 
slightly higher during 
winter and spring, and 
lower during summer 
and autumn (Fig. 8). 
This correlates with 
lower pCO2 during 
winter and spring and 
higher pCO2 levels 
in summer, a feature 
that is in agreement 
with the general ob-
servation of lower 
calcite precipitation 
rates at higher pCO2 
in summer. During 
winter months, this 
pattern is reversed 
(e.g., Baldini et al., 
2008; Cowen et al., 
2013; Pu et al., 2016). 
However, in the BEC 
System, air pCO2 lev-
els remain rather low 
in summer (maximum 
of 811 ppmv), and the 
difference between 
summer and winter 
pCO2 is only about 
400 ppmv. The drip 
rate at site TS 1 / U 
I (seasonal drip char-
acteristic) correlates 
well with the precipi-
tation rate of the car-
bonate on the watch 
glass (both highest in 
spring), while SIcalcite 
of dripwater from TS 1 
is relatively high, with 
a constant increase 
over the discussed 
period. Thus, the 
supply of ions to form 
carbonate is sufficient 
throughout the whole 
year. In the case of 
site TS 8 / U IV, water 
supply (seepage flow 
characteristic, Riech-
elmann et al., 2017) 
and saturation index 

are relatively constant, which explains the especially stable precipitation rates at this site (Fig. 8). The very significant 
differences in calcite saturation and drip rate between both drip sites explains the equally significant differences in 

Figure 10. Schematic of winter and summer ventilation systematics. In summer, cave air is colder (blue) than 
outside air (red), and warm, less-dense outside air enters the upper entrance, to cool and descend, and exit 
through the lower entrance. During winter, outside air is colder (blue) than cave air (red). Thus, colder, denser, 
outside air flows through the lower entrance into the cave, warms up, ascends and flows out through the upper 
entrance.
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carbonate precipitation rates (Fig. 8). Carbon and oxygen isotope signatures of carbonate precipitates on both watch 
glasses depend on drip rate variability as previously shown (Riechelmann et al., 2013), but also seem to partly cor-
respond with pCO2 variability (Fig. 9A). Drip rate differences between both drip sites (Fig. 8) are reflected in isotopic 
equilibrium in the case of site TS 1 / U I and isotopic disequilibrium at site TS 8 / UIV. Consequently, δ13C and δ18O are 
significantly higher in precipitates from site TS 8 / U IV (Fig. 9A; Riechelmann et al., 2013). Apparently, the modern 
range in seasonal pCO2 (400 ppmv) is too low to cause an observable change in calcite precipitation rates or isotopic 
composition on seasonal or annual timescales. Water supply (drip rate) and saturation (SIcalcite), rather, govern carbon-
ate precipitation and isotopic fractionation of the recent watch glass precipitates (e.g., Dreybrodt, 1988, 2008; Fairchild 
and Baker, 2012). To apply these observations to speleothem proxy data, the carbon (6.09 ‰) and oxygen (5.71 ‰) 
isotope values of the most recent part of speleothem BU 4 (located beneath drip site TS 8; Fig. 2) were compared with 
those of the precipitates on the corresponding watch glass U IV (mean δ13C: 5.92  0.72 ‰; mean δ18O: 5.54  
0.26 ‰; Fig. 9A). Because these values are similarly within error, watch glass carbonate precipitates and speleothem 
carbonate are directly comparable. We conclude that the subdued modern pCO2 variability in the BEC System has little, 
if any, influence on speleothem precipitation rate or isotopic composition. Consequently, speleothem proxy records at 
this site are probably not significantly controlled by CO2 variations, but are rather more sensitive to temperature and 
rainfall shifts. 

The artificial opening of both entrances in 1860‒1863 and 1926, respectively, changed the ventilation dynamics of 
the BEC System, and the modern ventilation system is not analogous to the pre-1860-time interval. The opening of an 
entrance (naturally or artificially) to a cave without a natural entrance leads to immediate ventilation to adjust gradients 
between surface and cave, and likely to a rapid drop in cave air pCO2. This results in higher speleothem precipitation 
rates and an increase in δ13C values (Baldini et al., 2006). In analogy, stalagmite BU 4 displays a strong increase of 2 
‰ in δ13C over the last 150 years (Fig. 9B), which fits well with the opening of the first entrance in 1860‒1863 (Emst 
Cave; Fohlmeister et al. 2012). Carbon isotope values in subsamples of speleothem calcite prior to this event are 
consistently lower (mean: 8.85  0.85; Fohlmeister et al., 2012). This suggests that during the Holocene, no large, 
natural entrance existed to facilitate ventilation. We suggest that without major entrances to the cave system during the 
Holocene, ventilation was minimal and pCO2 values were significantly higher and relatively stable. Precipitation rates 
found for BEC system stalagmites, which record decadal rather than annual or seasonal scale climate conditions, are 
mostly low, but comparable to carbonate precipitation rates of recent watch glass precipitates (Fohlmeister et al., 2012). 
Therefore, the precipitation rate of speleothem calcite is apparently unaffected by the opening of the cave entrances. 
Winterly water supply and higher saturation indices of calcite are, without much doubt, the two factors regulating past 
speleothem growth in the BEC System and not pCO2. This fact would lead to a climate signal biased toward the winter 
season as observed today. Although pCO2 variations, driven by the pre- and post-1860 ventilation patterns, have no 
influence on speleothem growth and isotopic composition, the artificial opening of the Bunker-Emst Cave System rep-
resents a particularly instructive example of the influence of changes in ventilation dynamics on speleothem proxy data.

Conclusions
The present-day ventilation patterns in the Bunker-Emst Cave System are mostly driven by air density (tempera-

ture) differences between cave and outside air. The resulting chimney circulation drives pCO2 variability in the cave. 
Ventilation direction changes seasonally. During winter, air flow from the lower to the upper entrance takes place, 
while in summer, the opposite air movement prevails. In spring and autumn, ventilation switches between these two 
patterns. Wind pressure, driving outside air into the southward-facing cave entrances, affects and overrides the densi-
ty-driven chimney circulation. Sources of cave air CO2 include mostly outside air and, to smaller fractions, soil air and 
possibly even ground air. Under present-day conditions, the low variability of pCO2 in the BEC System does not affect 
speleothem precipitation rate, or the isotopic composition of carbonate precipitates, as documented by recent watch 
glass precipitates. Rather, speleothems are more sensitive to shifts in temperature and rainfall. The opening of the 
two artificial entrances in 1860‒1863 and 1926, respectively, most likely led, to a shift in the ventilation patterns of the 
Bunker-Emst Cave System, with changes from seasonal to diurnal scale, relative to its pre-1860 state. This change in 
ventilation dynamics had a significant impact on speleothem carbon isotopes, which show a strong increase in their 
values. We suggest that during the Holocene, no comparably large access routes to the cave existed, and that prior to 
the opening of artificial entrances, cave air circulation was strongly reduced. Speleothem calcite precipitated prior to 
cave entrance opening suggests that pCO2 levels were significantly higher than today. The Bunker-Emst Cave System 
represents an exceptional natural laboratory that enables us to study recent ventilation patterns, as well as the transi-
tion from a natural to an anthropogenically-altered system and related shifts in speleothem isotope proxy data. Lessons 
learned here have wider significance for studies dealing with cave ventilation in general. 
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Abstract

The Yucatan peninsula is a large, carbonate platform with several geomorphic environments, the largest of which is the 
karst. The other geomorphic environments have not drawn much scholarly attention. The objective of this work is to spa-
tially identify the geomorphic environments found in Quintana Roo, Mexico. These environments were characterized and 
defined through their geomorphic and environmental conditions, such as climate and vegetation. The soil types associat-
ed with them using cluster statistical analysis, principal components and classification analysis, processed through a GIS 
system. Seven geomorphic environments were defined for Quintana Roo based on their geomorphological characteristics 
and types of coverage: littoral, paludal, pseudopaludal, tecto-karstic, karstic, gypsum karst and mixed karst, with 12 sub-
types. The karstic and tecto-karstic geomorphic environments occupy the largest surface. The digital map (1:50,000) of 
geomorphic environments that resulted from this investigation has an accuracy level of more than 80%, which makes it an 
important tool for developing plans and strategies for the use and management of land in Quintana Roo.

Introduction
The Yucatan Peninsula is a large, calcareous plateau that is often considered a plain because of its low eleva-

tion compared to other parts of Mexico, such as the western, eastern and southern sierras. The official maps distin-
guish only three sub-provinces corresponding to geomorphic environments: Carso Yucateco; Carso and Lomeríos de 
Campeche; and the lower coast of Quintana Roo (INEGI, 2000a). It is usually believed that the Yucatan Peninsula is 
mostly environmentally homogeneous in terms of rock type and relief; however, there are large-scale morphometric 
differences involving karst depressions (Fragoso-Servón et al., 2014a), as well as small karst depressions and altitude 
variations (Lugo et al., 1992; Bautista et al., 2011).

In the study of the environment, and particularly of relief, the classification system proposed by Zinck (2012), which 
has been applied and validated in various parts of the world, constitutes an especially useful methodological tool for the 
identification of geomorphic environments.

The geomorphoedaphic environment (GE) is a category (suborder) of the Zinck (2012) system for the study of relief 
at a scale of 1:500,000. It is a biophysical medium formed and controlled by certain internal and/or external geodynamic 
processes (Zinck, 2012).

Characterizing a GE helps to understand and explain spatial distribution of soil-scapes and the pedogenetic pro-
cesses that take place in it; this, in turn, allows a better understanding of its soil resources and helps evaluate their 
potential and limitations of use (Bautista et al., 2007; Zinck, 2012; Zinck et al., 2016).  However, there is often not enough 
geographic information to make large-scale maps of geomorphic environments.

These limitations can be overcome through digital soil maps using multivariate techniques, data mining, and geo-
graphic information systems, which allow both to handle and infer geographic information, particularly of soils, in 
unsampled sites (Hartemink and Minasny, 2014; Minasny and McBratney, 2016).

The state of Quintana Roo, Mexico, is part of the karst plateau; it has 12 types of vegetation (Ek, 2011), six climatic 
subtypes (INEGI, 2008) and 14 soil groups (Fragoso et al., 2017). However, only three geomorphic environments have 
been reported. This work aimed to identify the diversity of geomorphoedaphic environments that exist in the state of 
Quintana Roo, Mexico, some of them consisting of karst with neighbors of other types.

Study Area
The state of Quintana Roo, Mexico, is located in the eastern part of the Yucatan Peninsula between 17° 40ʹ and 21° 

36ʹ N and between 86° 44ʹ and 89° 24ʹ W. The Peninsula is a karst formation, composed mainly of calcite, dolomite and 
gypsum, that emerged at the end of the Tertiary or during the early Quaternary (López-Ramos, 1981; Bautista et al., 
2011); the oldest geologic formations are located in the south and the most recent to the north and east.

Karst depressions, such as sinkholes, uvalas and poljes, abound in the state (Fragoso-Servón et al., 2014a). The 
center and north of the state are sub-horizontal and hilly plains, while the southern part is dominated by rolling hills 
(Fragoso-Servón et al., 2014a).
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The climate in Quintana Roo is humid warm (Am(f)) with rain year-round, and warm sub-humid with rain in sum-
mer (Aw), with five variants: rainy with rain in winter Aw2(x´), moderately rainy Aw1, moderately rainy with rain in winter 
Aw1(x´), the least amount of rain in the summer Aw0, the least amount of rain in the summer and with rain in winter 
Aw0(x´) (INEGI, 2008). According to WRB (2014), 14 principal soil groups (WRB) or soil orders (soil taxonomy) have 
been identified; of these, Leptosols (Entisols), Gleysols (Inceptisols), Phaeozems (Mollisols), Vertisols (Vertisols) and 
Luvisols (Ultisols) occupy the largest area (Fragoso-Servón et al., 2017). The vegetation is very diverse, including me-
dium forests, low forests, palm groves, mangroves, tular or vegetation of swamps, and lakes (plants 1 m to 3 m high, 
with narrow leaves and without foliar organs; the representative genera are Typha, Scirpus, Cyperus, Phragmites and 
Cladium) and popal (herbs in freshwater marshes rooted in the ground that emerge from the floodwater) (Ek, 2011).

Materials and Methods
Making the map of the geomorphic environments involved three stages (Fig. 1). The first stage consisted in making 

a morphometric description of the relief and the forms of coverage, based on 1:50,000 topographic information from 
INEGI, with the support of a Geographic information System (GIS) using the ArcGIS software.

Positive forms of the relief were identified using the vertical dissection coefficient (Priego et al., 2010; Frago-
so-Servón et al., 2014b). Thirteen geomorphic units were identified, from sub-horizontal plains to strongly dissected 
mountains. The information about the negative forms of relief, their characteristics and distribution were taken from 
Fragoso-Servón et al. (2014a).

Geomorphometric units derived from the previous analyses were classified using geological information from the 
study Geological-Petrographic Prospection of the Yucatan Peninsula (PEMEX, 1967) and López-Ramos (1981); the 
information about faults and fractures was obtained from INEGI (2000b).

Then, geomorphometric units identified were classified within the GIS according to their environmental attributes, 
using climate information from INEGI (2008), vegetation information from INEGI (2009) and CONAFOR-SEMARNAT 
(2011), and soil information from Fragoso-Servón et al. (2017).

The second stage consisted of three successive analyses: a cluster analysis to reduce the volume of information 
represented by the polygons of the initial data matrix, a principal components analysis to determine which factors have 
the greatest weight in determining the existing environments, and a classification decision tree analysis to determine 
the uncertainty of the obtained results.

Cluster analysis was performed with the unweighted average linkage method using the Goodman-Kruskal Gamma 
coefficient

Figure 1. Methodological diagram.
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	 Ns � Nd
Ns � Nd

D � 1 � ( ),	 (1)

where: D is the distance between pairs of objects, Ns is the number of objects with matching attributes and sequences, 
and Nd is the number of objects with different attributes and sequences.

This estimator is known as one of maximum similarity that is useful to handle large volumes of hierarchical data that 
have matches in order and value (Nelson, 1986). This analysis was validated using the Pseudo-F test, the Pseudo-T 
test, and Dunn’s test (Halkidi et al., 2002; Havens et al., 2008; Omran et al., 2007) to verify the resulting cluster.

The Pseudo-F test yields a probability value for each node based on the probability of all the nodes that form the 
cluster

	 U1 / d1
U2 / d2

F � ( ),	 (2)

where U1 and U2 follow a chi-square distribution with d1 and d2 degrees of freedom, and U1 and U2 are statistically 
independent. The Pseudo-T test compares the mean distances and the intra and intergroup variances to estimate the 
dispersion of the nodes

	 X1 / X2
sX1

 / sX2
T � ,ˉ ˉ

ˉ ˉ 	 (3)

where X̄1  X̄2 is the mean intragroup and intergroup distances and SX̄1
  SX̄2

 is the difference in variances according to 
the size of the clusters. Dunn’s Consistency or Distortion test is used to validate the cluster (Halkidi et al., 2002; Havens 
et al., 2008; Omran et al., 2007)

	 dmin
dmaxD � ,	 (4)

where dmin is the minimum intercluster distance and dmax  maximum intracluster distance.
The resulting classes or clusters were subjected to principal component analysis to identify the sources of data set 

variability and the relative importance of each of them (Jongman et al., 1995). 
Additionally, the result of the principal components analysis was subjected to a classification decision tree analysis, 

using the software WEKA to estimate the uncertainty of the classification (Bouckaert et al., 2009; Hall et al., 2009). 
Three different algorithms were used in four runs, and the results were compared to determine the consistency of the 
classification: a) Classification by decision tables with simple and exhaustive search (Kohavi, 1995; Mukerjee, 2012); b) 
Classification by exceptions to the initial rule (RIDOR or RIpple-Down-Rules) (Gaines and Compton, 1995); c) Classifi-
cation by partition rules (Frank and Witten, 1998).

In the third stage, a preliminary map of the geomorphic environments was obtained; it was simplified by merging 
adjacent polygons with the same characteristics into each of the five resulting categories (structural, depositional, ero-
sional, dissolutional, residual or mixed).

For each of these simplified units, we verified that the relationships between geomorphology, soils, vegetation, and 
climate were congruent with the field data and with the existing bibliographic references. This was done to validate the 
map of the geomorphic environments of Quintana Roo. 

Results
As a result of the cluster analysis, it was possible to reduce the 16,456 polygons to 869 clusters of units that had 

identical attributes. The subsequent merger of clusters with minor differences reduced the total to 188 clusters with 
different geomorphometric conditions. The results of the statistical tests used on the clustering output gave to the esti-
mated morphometric structure of clustering tree an uncertainty of less than 5 %.

Adding soil information to polygons of those 188 clusters allowed the identification of 123 clusters with complete soil 
information, which represent more than 99.5 % of the surface of the state. 

The main components analysis allowed the identification of the groups of variables that are the source of the system’s 
variability; they can be grouped into: relief conditions (vertical dissection, karsticity and faults), type and distribution of 
soils and rainfall, and temperature and flood regime. Relief conditions, constituted by the vertical dissection, shape, 
distribution and flood regime of the karst depressions and faults, explained approximately 51 % of the variation in the 
geographical distribution of soils. These relief conditions, together with the resulting soil distribution and the climatic 
conditions of precipitation and temperature, explain approximately 65 % of the observable environmental variability.

Certainty of these results was calculated using the confusion matrix from the classification analysis. Simply put, this 
matrix shows how many polygons were correctly classified and how many were not. It yielded a result that was con-
sistent with the determination of the variance explained by the principal components analysis; for the three algorithms 
considered, the percentage of polygons correctly classified was above 83 %, which indicates that the environments 
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were correctly identified using this procedure (Table 1). The results indicate that the identification of the environments, 
based on the selected variables, has an uncertainty between 14 % and 16 % associated with inaccuracies in the data 
(Table 1).

Based on the variables analyzed and the definition of morphogenetic environments (Zinck, 2012), seven geomorphic 
environments were identified for Quintana Roo (Table 2), two of them were depositional (paludal and pseudopaludal), 
one was erosional (litoral), one was structural (tecto-karst), two were dissolutional (karst and gypsum karst) and one 
was mixed. 

Littoral Environment
This geomorphic environment is the most recent; it formed at the end of the Tertiary (Pliocene) or during the early 

Quaternary (López-Ramos, 1981); it is located in the coastal area, at the transition between the mainland (karst) and 
the sea, and it is, therefore, influenced by both environments (Fig. 2). 

There are two types of littoral environments: erosive-accumulative littoral and erosive littoral (Table 2). The first is 
located in the northern coastal areas, where sandy and rocky beaches alternate at short distances. Southern Quintana 
Roo is the locale of the second type. Both occupy 1.24 % and 1.06 % of the state’s surface, respectively (Table 3). 

In the northern part of the state, where the littoral environment is erosive-accumulative, the most common soils are 
Arenosol/Gleysol/Histosol; on these soils grow coastal scrub vegetation, low deciduous forest and halophytic plants. In 
some places it is possible to find soil associations such as Regosol/Gleysol/Histosol and Regosol/Arenosol, on which 
xerophytic plants grow. It is also possible to find Leptosols in rocky coastal areas. 

In the south, the coastal environment is mainly accumulative and the soils that developed are Gleysol/Histosol/
Regosol/Arenosol and the mangrove vegetation occupies the largest area.

A conjunction of factors determine the presence of the littoral environment. For example, the Chetumal Bay, despite 
being a coastal area, has different characteristics than the rest of the coast. Its innermost part has low salinity (between 
7 ppm and 10 ppm), since it is the mouth of the Hondo River and the Bacalar Lagoon system; it is more similar to a 
river bank or a lagoon than to a coastline. From the ecological point of view, it shows an estuarine behavior; for that 
reason, the areas bordering the bay present paludal and pseudopaludal environments. The characteristics of a littoral 
environment appear only at the mouth of the bay, where salinity increases, and the conditions are similar to those of 
the seafront.

In the southern coastal zone, the influence of the Caribbean marine current creates cumulative environments, while 
the northern zone shows an alternation between erosive and cumulative environments, depending on the profile of the 
coast (geological history). The characteristics of the soils in the coastal area of Quintana Roo are linked to the dynam-
ics of the marine currents and the transport of sediments. This causes Gleysols and Histosols to be more frequent in 
the cumulative environments of the south, in the area corresponding to Bahías de Ascensión and Espíritu Santo, while 
Regosols and Arenosols are more frequent in the central zone (Costa Maya); the northern zone, where the geomor-
foedaphological environment is erosive-accumulative, favors the presence of different mixtures of Arenosols, Gleysols 
and Histosols. In these conditions, the vegetation is influenced by two factors: the amount of subsurface (fresh water) 
and underground water (saline water) and the depth at which it is found. Mangrove areas dominate in the south and 
coastal scrub in the north, where it alternates with low forest formations.

Paludal Environment
Toward the west coast, in the sub-horizontal plains, the proximity of the water table, the abundant rainfall and the 

frequency of the salt wedge penetration have favored the presence of a paludal environment, where flood conditions 
have produced soils such as Gleysols and Solonchaks, with the characteristic vegetation of mangrove, popal and tular.

The paludal environment is found in areas of sub-horizontal plains that are close to the coast, where the water 
is permanently or semi-permanently stagnated due to the almost complete absence of slope, the abundant rainfall, 

Table 1. Quality of the classification of polygons in the map of geomorphic environments.

Method
No. of Polygons 

Examined
No. of 
Rules

Polygons Correctly 
Classified, %

Polygons Incorrectly 
Classified, %

Decision table corresponding to a simple 
search

16353 1119 83.26 16.74

Decision table corresponding to an exhaustive 
search

15353 1119 83.26 16.74

Exceptions (Ripple-Down-Rules) 16456 357007 84.19 15.81

Partition rules (PART) 16456 389 85.69 14.31
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the frequent penetration of 
the salt wedge in coastal 
areas, the upwelling of un-
derground water or the rise 
and fall of the water table, 
all of which can produce 
periods of flooding (Bonac-
ci, et al., 2006; Hughes, et 
al., 2011; Pereira, et al., 
2016) (Fig. 2). 

This environment occu-
pies 11.28 % of the state; it 
is found over the Pliocene 
formation in two zones, 
one involving a large area 
parallel to the coast, where 
rainfall is abundant (Aw2), 
and another smaller area 
in the north with a drier 
climate (Aw0), but with the 
presence of subsurface 
water flows. The soils that 
occur in this environment 
are Gleysol, Solonchak, 
Histosol and Leptosol; the 
vegetation that grows on 
them is mainly mangrove 
and tular-popal, with low 
forest in high relief forma-
tions (on hills and knolls).

Pseudopaludal Envi-
ronment

As the vertical dissec-
tion of the relief increases, 
a transition zone between 
paludal environments and 
karstic and tecto-karstic 
environments emerges; 
this zone corresponds 
to pseudopaludal envi-
ronments, where a large 
amount of water accu-
mulates during the rainy 
season and stays there 
most of the year. In some 
areas, the water infiltrates 
quickly (Luvisols), while in 
other areas, it accumulates 
(Gleysols and Vertisols), 
resulting in a permanent 
flooding. 

Medium forests and 
even high forests can de-
velop in this environment 
with deeper soils. It is the 
area with the largest sur-

Figure 2. Map of the geomorphic environments of the state of Quintana Roo.
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face dedicated to agriculture in the state and also the one with the greatest heterogeneity of soils. The pseudopaludal 
environment occupies 21.89 % of the state surface. It shows three main types of geoforms: sub-horizontal rolling plains 
that are slightly dissected, rolling plains, and areas of knolls and mountains. 

The first type, which has lower vertical dissection and higher precipitation (Aw1x’), can be found next to the paludal 
environment, on the formations of the Miocene, Oligocene and Pliocene (Bacalar, Estero Franco and Carrillo Puerto). 
The low slope favors hydromorphic conditions and the development of soils such as Gleysol/Leptosol/Luvisol, with low 
and medium semi-evergreen forests.

The second type of geoforms, to the west, in the oldest formations of the late Mesozoic, upper Cretaceous (Peten 
Limestone), over rolling plains, the accumulation of materials has allowed the development of deeper soils. The most 
common are an association between Gleysols, Vertisols and Luvisols, with medium and low semi-evergreen forests, in 
addition to agricultural areas and cultivated grassland.

The third type of geoform can be found on the plains with hills and knolls slightly dissected, located in the south of 
the state; the representative soils are Vertisols, Gleysols and Phaeozems. The most important agricultural activity of 
the state is carried out on this area (Fig. 2).

Tecto-Karstic Environment
This environment appears where two simultaneous characteristics occur: a medium or high density of faults and a 

high density of karst depressions (sinkholes, uvalas and poljes). Depending on the vertical dissection, the geology and 
soils, three subtypes of tecto-karstic environment can be identified: sub-horizontal and undulating plains, plains with 
hills and knolls, and mountains.

The tecto-karstic environment found in sub-horizontal plains occupies the largest area (29.76 %); it is located in the 
northernmost part of the state of Quintana Roo, over recent geological formations (Pliocene and Quaternary); the dom-

Table 2. Geomorphic environments in the state of Quintana Roo, Mexico.
Geomorphoedaphic 

Environments Subtypes Soils Vegetation
Littoral erosive-accumulative AR/GL/HS Scrub

  accumulative GL/HS/RG/AR Mangrove

Paludal accumulative GL/SC/HS/LP Mangrove, tular, popal, low semi-evergreen forest

Pseudopaludal undulated plains and low hills GL/LP/LV Low and medium semi-evergreen forests

  undulating plains GL/VR/LV Low and medium semi-evergreen forests, agriculture, 
cultivated pasture

  hill-billies and hills VR/GL/PH Medium semi-evergreen forest, agriculture, cultivated 
pasture

Tectokarst Undulated plains and low hills LP Medium semi-deciduous and semi-evergreen forests

  Hill-billie plains LP/GL Medium semi-evergreen forest and cultivated pastures

  hills and low mountain LP/PH/VR Low and medium semi-evergreen forests, cultivated 
pastures

Karst subhorizontal plains LP/CM Low deciduous forest, medium semi-evergreen forest, 
agriculture

  undulating and hilly plains LP/GL/PH Low semi-deciduous forest, medium semi-deciduous 
forest, agriculture

  Hills LP/LV/GL Low semi-evergreen forest, medium semi-evergreen 
and semi-deciduous forests, cultivated pastures

Gypsum karst  No Subtypes PH/LP/VR High and medium semi-evergreen forest

Mixed Data depend on place and 
observability at scales of 

1:50,000

   



Journal of Cave and Karst Studies, June 2019 • 119

Fragoso-Servón, Pereira-Corona, and Bautista

inant vegetation is medium sub-evergreen forest growing on Leptosols. However, there are also areas with presence of 
Leptosols/Luvisols (negative tecto-karst like sinkholes, uvalas, caves and underground rivers) (Fig. 2). A second zone 
with tecto-karstic environment is found on the hilly plains of the central-western part of the state over the Eocene forma-
tion (Chichen Itza); this zone is dominated by Leptosols and Gleysols, which are used for man-induced grasslands. The 
third zone occupies the smallest area and is located over the oldest formations of Quintana Roo (Icaiché), on knolls and 
mountains located in the western region of the state (dissolution formations associated to faults and fractures or posi-
tive tecto-karst), where deeper soils have developed in the lower parts. The dominant soils are Leptosols, Phaeozems 
and Vertisols, with medium semi-evergreen forest.

Karstic Environment
This environment is produced by the dissolution processes of limestone, involving rainfall, halo-phreatic mixing of 

groundwater and vegetation, which produce negative exokarstic (sinkhole, uvalas and poljes) (Fig. 2) and endokarstic 
(caves and caverns) relief formations. This environment occupies 29.26 % of the surface of the state of Quintana Roo, 
similar to the tectokarstic environment. 

The karstic environment has three subtypes: in the sub-horizontal plains to the north of Quintana Roo; in the undu-
lated and hilly plains of the central part; and in the knolls located to the west. The sub-horizontal plains of the karstic 
environment to the north of the state occupy small areas scattered among tecto-karstic zones. The karstic zones to the 
south and the central part of the state occupy large areas, where the relief starts to get higher. Representative soils are 
Leptosols and Cambisols, with low and medium semi-evergreen forests.

Karsticity decreases toward the west, as well as the size of the areas occupied by this environment. The undulating 
and hilly plains have deeper soils, the most common of which are Leptosols, Gleysols and Phaeozems, with low and 
medium semi-deciduous forests. Leptosols, Luvisols and Gleysols can be found among knoll areas with both medium 
semi-evergreen and semi-deciduous forests, as well as in some places with low semi-evergreen forest.

Gypsum Karstic Environment
This environment occurs in the oldest geological formations of the state of Quintana Roo (Upper Cretaceous and 

Paleocene), in the extreme west, which is the highest area, containing gypsum bedrock, where mountains, knolls and 
undulating plains are formed (Fig. 2). It has Leptosols on the slopes and Vertisols in the valleys, where materials ac-
cumulate under the influence of a strong karstification process. The dominant soil association is Phaeozem/Leptosol/
Vertisol, with high and medium semi-evergreen forests.

Mixed Environment
This environment can be identified in some areas of the state when working at a scale of 1:50,000 or more detail. 

These are small areas that contain several geomorphoedaphic environments. In the north of the state, for example, 
these areas contain coastal, paludal, pseudopaludal and karstic environments.

Table 3. Surface occupied by different geomorphic environments.
Geomorphic Environments Surface Area, km2 Surface Area, %

Erosive-accumulative littoral     627.63   1.24

Accumulative littoral     534.33   1.06

Paludal   5708.04 11.28

Pseudopaludal, undulating plains and low hills   5424.13 10.72

Pseudopaludal, undulating plains   2201.61   4.35

Pseudopaludal, knolls and hills   3448.34   6.82

Tectokarst, undulating plains and low hills 11948.51 23.62

Tectokarst, knoll plains   2323.02   4.59

Tectorkarst, hills and low mountains     784.25   1.55

Karst of subhorizontal plains   7684.82 15.19

Karst, undulating plains and low hilly   5464.91 10.80

Karst, hills   1653.00   3.27

Gypsum   2753.51   5.44

Reefs       37.61   0.07

Total 50593.71 100.00
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Discussion
Geomorphic Environments

Quintana Roo has a great diversity of environments; however, maps of the Yucatan Peninsula with a scale of 
1:500,000 do not show this (INEGI, 2000a; Bautista et al., 2011). A physiographic approach with which these maps 
were made, based on the types of rock and relief, distinguish only three physiographic subprovinces in the state of 
Quintana Roo (INEGI, 2000a). Using the traditional geopedological approach, Bautista et al. (2011) identified six geo-
morphic environments (coastal, fluvio-paludal, tecto-karstic and three karst subtypes). On the other hand, using a com-
bined geomorphological and digital approach, seven environments and 12 subtypes were identified. 

The geomorphic environments reported in this study were identified based on the dominant soil-forming processes 
in each of them, and their combinations within a defined hierarchical model. This hybrid approach, based on a hierarchi-
cal classification system, allows creation of accurate definitions of the environment types, and even allows assessment 
of each definition’s accuracy (Zinck, 2012; Hall et al., 2009).

At the scale used in this study, the variable “vegetation” does not allow determination of the soil distribution; only 
some extremely particular types of vegetation, such as mangrove, can identify a soil group. Nevertheless, it is not a 
determining factor (Peris et al., 1994; Leyva et al., 2009). Additionally, vegetation serves to confirm the congruence 
between relief and soils, as in the case of plains with karst depressions, Gleysols and low semi-evergreen forest, or 
Arenosols and xerophilous scrub (Leirana-Alcocer et al., 2004), or Solonchack and halophilic scrub (Leirana-Alcocer 
et al., 2004).

The karst terrain gives the geomorphic environments reported in this study certain characteristics, such as, the 
presence of calcium carbonate, the presence of Leptosols, soils with pH values ranging from neutral to basic, and 
abundance of calcium ions. Arenosols and Regosols had particles with abundant calcium carbonate, which make these 
soils very different to Arenosols and Regosols from other parts of the country. 

One of the greatest advantages of the method used in this study is its replicability. Being based on a hierarchical sys-
tem, its categories are well defined, excluding subjective assessments. New information technologies, that can manage 
and analyze large volumes of information in a short time, make it possible to use this method in other areas and at dif-
ferent scales, in a relatively straightforward manner (Gessler et al., 1995; MacMillan et al., 2005; Hartemink et al., 2013). 

The statistical analysis used in this study (cluster analysis, principal components analysis and classification anal-
ysis) indicated that, of the variables considered, vertical dissection, karstic formations, climate and geology have the 
greatest weight in the distribution of geomorphic environments. 
Soils

According to Hall and Olson (1991; in Bautista et al., 2007), the variability of soils is both systematic and random. 
Systematic variability is predictable and associated with relief (edaphic landscapes), while random variability occurs 
when one of the soil-forming factors exerts its influence with greater intensity (Bautista et al., 2011; Mulder et al., 2011; 
Hu, 2013; Lagacherie et al., 2013). 

Systematic variability, for example, can be observed in the presence of Arenosols in the littoral environment, origi-
nating and depicting an identifiable pattern. An example of random variability is the presence of Leptosols across the 
entire study area in markedly different geoforms and climatic conditions and no identifiable distribution pattern.

The characterization of the landscape formations allows both to understand the existing relationships between geo-
forms and soils and to identify the degree of development of landscape. For instance, the presence of Leptosols is more 
frequent in the lower part of the system of slightly inclined and incised hilly plains. Whereas in the south, where hills are 
found in greater density and with greater inclination, Leptosols are less frequent and the presence of richer and deeper 
soils, such as Phaeozems and Luvisols, increases. This could indicate that the wideness of the intermontane valleys 
is related to these soil formations in a similar way that the extension of catenae in the state of Yucatan is related to the 
soils associated with them, as reported by Bautista et al. (2004, 2015), by Berg and Oliveira (2000a, 2000b) in Brazil, 
by Fonseca (2010) in Portugal, Hennemann and Nagelhout (2004) in Kenya, by Lo Curzio (2009) in Italy and Möller et 
al. (2008) in Germany.

Time as a soil-forming factor is spatially expressed; thus, the oldest karst zones are in the south and west of the state 
of Quintana Roo, while the more recent zones are located on the coast (north and center) not considering Quaternary 
deposits as rocks. In the same way, the most frequent and predominant soil groups in the most recent (or with the short-
est exposure time) karst area, are the less developed ones (those with AC horizons), while the more developed soils 
(those with ABC horizons) are in the center and south of the state, as reported by Bautista et al., (2011). 

The relief irregularities produced by the karstification process, when the depressions were formed, explains the 
presence of different soils within small areas located in other parts of the Yucatan Peninsula, as reported by Bautista 
et al. (2003, 2004, 2015 , Kueny and Day (2002), Day (2010) and Aguilar et al. (2016).
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Conclusions
This new hybrid, methodological proposal, which includes the classical approach to the study of geomorphic envi-

ronments and reliefs and a method based on digital soil maps, has made it possible to: a) increase the identification 
of seven geomorphic environments and 12 variants, while also representing the interaction of its components and 
dynamics; b) identify the environmental factors that explain spatial variability; c) infer soil information in unsampled geo-
morphic environments; d) validate the generated map by calculating that the uncertainty of geomorphic environmental 
representation, for which there is no soil information, is 16%.
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VARIATIONS OF THE STABLE ISOTOPIC COMPOSITION OF PRECIPITATION 
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Abstract

We investigated potential factors influencing variations in isotopic composition of external precipitation and internal drip 
water at Zhenzhu Cave, Hebei Province, north China. Two meteoric precipitation sites and three cave drip sites were 
monitored monthly during April 2012–April 2014. The results of meteoric precipitation present: on monthly timescale, 
δ18Op and δDp showed a significant seasonal double peak characterized by depleted isotopic values in both dry and wet 
seasons (but a significant seasonal variation in d-excess). There is a weakly negative correlation with monthly mean 
precipitation amount but no significant correlation with surface air temperature. Based on GNIP data, there are no sig-
nificant correlations on an interannual scale between annual weighted mean δ18Op (and δDp) and annual precipitation 
or annual mean temperature. This implies the variation of δ18Op (and δDp) in the area cannot be interpreted solely as 
reflecting an “amount effect” or “temperature effect” on either seasonal or interannual scale, and may be affected by 
moisture sources. There isn’t any significant change in δ18Od and δDd values of cave drip water during monitoring pe-
riod, demonstrating that cave drip water comprise a mixture of precipitation integrated over a long period rather than 
seasonal timescale. There were significant seasonal changes in cave air CO2 concentration, with higher concentrations 
in summer and lower concentrations in winter that is well correlated with environmental variables such as surface 
temperature and precipitation, which may help improve the interpretation of stable carbon isotope records from spele-
othems (δ13Cs) in relation to cave air CO2.

Introduction
Owing to the availability of various environmental proxies and precise chronology, speleothems are widely recog-

nized as one of the most important archives of information for high-resolution paleoclimatic studies (Fairchild et al., 
2006; Fairchild and Baker, 2012). In particular, the oxygen isotope and carbon isotope ratios of speleothems (δ18Os, 
δ13Cs) have been widely used to reconstruct past climatic variability (Wang et al., 2001, 2008; Cosford et al., 2009; 
Cheng et al., 2009). δ18Os is often considered to inherit the δ18O signal of atmospheric precipitation (δ18Op) (Cheng et 
al., 2005; Luo and Wang, 2008), and thus, climatic factors effecting changes in δ18Op are usually regarded as drivers 
of variations in δ18Os (Wang et al., 2001; Dayem et al., 2010; Cheng et al., 2012; Tan, 2009, 2014). However, δ18Op is a 
function of air temperature, rainfall amount, moisture source, and other complex factors (Craig, 1961; Rozanski et al., 
1982). Consequently, it is often difficult to separate the effects of these variables for the climatic interpretation of δ18Op 
records, although research has indicated that changes in δ18Op are mainly controlled by rainfall amount in low latitude 
regions and by temperature in high latitude regions (Dansgaard, 1964). Furthermore, δ18Os is not controlled solely by 
changes in δ18Op. Cave conditions such as host rock lithology, ventilation, CO2 concentration, and the in-cave process 
of calcite precipitation could also influence variations in δ18Os (Feng et al., 2012, 2014; Genty et al., 2014; Duan et al., 
2016). Consequently, the interpretation of δ18Os is ambiguous, especially in the case of δ18Os records from the Asian 
monsoon region which are often interpreted as a proxy of local rainfall amount or monsoon intensity (Clemens et al., 
2010; Pausata et al., 2011; Tan, 2009, 2014; Liu et al., 2015; Rao et al., 2015, 2016). 

From the foregoing, it is evident that cave monitoring can help improve our understanding of the relationship be-
tween δ18Op and δ18Os (Luo and Wang, 2008; Ruan and Hu, 2010; Li et al., 2011; Genty et al., 2014; Duan et al., 2016). 
In the past decade, cave monitoring research has yielded valuable information (Luo and Wang, 2008; Ruan and Hu, 
2010; Li et al., 2011; Genty et al., 2014; Duan et al., 2016), but monitoring results may be difficult to interpret and vary 
among different caves. Moreover, in some cases even results for different sites within the same cave are inconsistent 
(Duan et al., 2016). Therefore, more cave monitoring studies of longer duration are needed to clarify the significance 
of the δ18O record of speleothems.
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The present study seeks to provide a reference for reconstructing past environmental changes in the Zhenzhu Cave 
region in north China and to better understand the cave environment. For this purpose, we conducted a two-year (April 
2012–April 2014) on-site monitoring study of precipitation and drip water with a monthly sampling interval. 
Study area and sampling sites

Zhenzhu (‘Pearl’ in English) Cave (38º15′ N, 113º42′ E, 990 m) is in the Tiangui Mountains in Pingshan County, Hebei 
Province, north China (Fig. 1). The current climate in the study area is dominantly monsoonal, characterized by two 
distinct seasons: a cool and dry winter from November to February and a hot and rainy summer from June to Septem-
ber. According to the meteorological data covering 1981-2010 from the nearest weather station (Pingshan city, National 
Meteorological Information Center, http://data.cma.cn/data/weatherBk.html), the mean annual temperature (MAT) is 
13 °C, and the mean annual precipitation (MAP) is 539 mm, with 80 % of the annual precipitation occurring in 
summer (June to September). However, because Zhenzhu Cave is located in the high elevation mountainous area, the 
MAT in this cave area is 2-3 °C lower than that in Pingshan city, but the MAP in this cave area is 110 mm more than 
that in Pingshan city, with a final MAT of 8-11 °C and MAP of 649-690 mm (Chen, 2010). The bedrock of Zhenzhu Cave 
is upper Cambrian-lower Ordovician dolomite, lime-dolomite, and dolomitic limestone. The cave was formed along a 
NNW-SSE oriented fault zone. The thickness of the bedrock overlying the cave is very thin (10 m). At present, the 
natural vegetation above the cave is well-developed (Wang et al., 2011). According to the results of monitoring covering 
April 2012–April 2014, the thermohydrograph (hourly average output) showed that the relative humidity inside Zhenzhu 
Cave maintains 99%100% during almost the whole monitoring period. The average temperature inside the cave is 9 
°C, with a standard deviation of 1 °C, consistent with annual air temperature in this area. 

Two precipitation monitoring stations (W1 and W2) were established for this study. W1 was located on the rooftop of 
a water house at a scenic location near Zhenzhu Cave and W2 was located on the rooftop of the administration building 
near site W1. The linear distance between W1 and W2 is 600 m (Fig. 1B). Three drip monitoring sites (D1, D2, D3) were 
chosen from different localities along cave passages, with increasing distance from the cave entrance to the innermost 
part of the cave (Fig. 1C). Cave conditions, including cave air CO2 concentration (CO2 meter), cave air temperature (Tin) 
and inside cave relative humidity (RH) (Thermohydrograph), were also monitored (Fig. 1C).

Methods And Data
Two precipitation-monitoring stations and three drip sites were visited every month from April 2012–April 2014 and 

corresponding water samples were collected. Drip water samples were collected in 100 mL high-density polyethylene 
(HDPE) bottles and stored at 4 °C until processing. Storage and processing of precipitation samples were the same 
as those for drip water. All samples were filtered using a 0.45 µm glass fiber membrane filter and stable isotopic com-
position of oxygen and hydrogen were measured using a liquid water isotope analyzer (Los Gatos Research, DLT-100) 
in the Key Laboratory of Western China’s Environmental Systems (Ministry of Education), College of Earth and Envi-
ronmental Sciences, Lanzhou University. Results are expressed relative to V-SMOW (Vienna Standard Mean Ocean 

Figure 1. (A) Location of Zhenzhu Cave (red star) in Pingshan County, Hebei Province, China. The locations of Beijing and Shijiazhuang 
are also shown; (B) Location of rainfall sampling sites (blue rectangles, W1: 38.2643°N, 113.7149°E; W2: 38.2621°N, 113.7231°E), (Google 
Maps Image); (C) Plan view of the passages of Zhenzhu Cave, showing the locations of dripwater sampling sites (red circles), CO2 meter 
(red star), and thermohydrograph (purple cross).
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Water). Measurement errors of hydrogen isotope (δD) and oxygen isotope (δ18O) measurements were 0.3 ‰ and 0.1 
‰, respectively. Because meteorological data of a specific month in Pingshan city isn’t available in the National Mete-
orological Information Center, meteorological data (monthly temperature and monthly precipitation) of Shijiazhuang (80 
km away from Zhenzhu Cave) is downloaded from NOAA (https://gis.ncdc.noaa.gov/maps/ncei/summaries/monthly) to 
represent the local climate conditions.

Results and Discussion
Stable isotopic composition of precipitation
Seasonal variations

The hydrogen (δDp) and oxygen (δ18Op) isotopic compositions of precipitation samples from sites W1 and W2 during 
April 2012–April 2014 range from 84.4 ‰ to 16.9 ‰, and from 11.7 ‰ to 4.0 ‰, respectively. Because of the ab-
sence or limited amount of rainfall in some months, δDp and δ18Op data for March 2013, December 2013, January 2014 and 
March 2014 are not available (Supplementary 1). In principle, precipitation isotopic values of sites W1 and W2 should be 
the same or similar. However, there are minor differences in the values in December 2012, January 2013, February 2013 
and February 2014. Evidently, this difference occurred in months in which precipitation amount and temperature were 
very low, and thus water samples may have been affected by environmental factors such as evaporation and freezing. 
Minor variations in sampling and storage procedures during sample collection, as well as measurement errors, may also 
have been responsible for the differences. Nevertheless, precipitation isotopic values of the two sites were generally con-
sistent during the 
monitoring period, 
suggesting that the 
data are valid.

P r e c i p i t a t i o n 
isotopic data was 
used to construct 
the local meteor-
ic water line in the 
Zhenzhu Cave re-
gion (LMWL): δD 
 7.6 δ18O9.0 (n 
 41, R2  0.94) 
(Fig. 2A). The slope 
of the LMWL is 
close to but slightly 
smaller than that of 
the global meteoric 
water line (GMWL: 
δD  8 δ18O10.0, 
Craig, 1961) and the 
Chinese meteoric 
water line (CMWL: 
δD  7.9δ18O8.2, 
Zheng et al., 1983), 
implying that isoto-
pic composition of 
precipitation in the 
area was weakly 
affected by unbal-
anced secondary 
evaporation and other fractionation factors, such as considerable seasonal temperature variations and relatively low 
condensation temperature (Liu et al., 2014).

A seasonal double-peak is evident in the data. δDp and δ18Op were lower in the summer/rainy seasons and cold/dry 
seasons (Fig. 3A and 3B). This result differs from isotopic compositions of precipitation in South China, which are lower 
only in the summer/rainy season, but are similar to those in northeast China (Liu et al., 2008, 2009, 2014). Correlation 
analysis of the monthly mean δ18Op (and δDp ) and precipitation amount or temperature revealed a relatively weak nega-
tive correlation between isotopic composition (δ18Op and δDp) and monthly precipitation (MP) (W1: δ18Op  0.014P6.0, 

Figure 2. (A) Relationship between δD and δ18O of drip water and local precipitation in Zhenzhu Cave. The Local 
meteoric water line (LMWL, blue line) is defined by all the precipitation data from two precipitation monitoring 
sites (W1 and W2). Within the analytical uncertainty, the Zhenzhu Cave drip-water samples fall on the Global 
meteoric water line (GMWL, black line) and below the LMWL; (B) Relationship between δD and δ18O of drip water 
(grey box).
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n  21, R2  0.19; δDp  
0.14P34.4, n  21, R2  
0.26; W2: δ18Op  0.011P6.5, 
n  20, R2  0.11; δDp  
0.12P37.9, n  20, R2  0.2) 
(Fig. 4). This demonstrates that 
δ18Op and δDp in the Zhenzhu 
Cave area were either uninflu-
enced or only slightly influenced 
by the rainfall amount effect on 
a seasonal scale. There was no 
significant correlation between 
isotopic composition and month-
ly mean air temperature (W1: 
δ18Op = −0.011T−6.6, n = 21, R2 
 0.003; δDp  0.22T39.4, n 
 21, R2  0.019; W2: δ18Op  
0.010T7.3, n  20, R2  0.003; 
δDp  0.16T43.4, n  20, 
R2  0.006) (Fig. 4). Therefore, 
isotopic compositions of precip-
itation on a seasonal scale in 
the study area cannot be inter-
preted solely in terms of rainfall 
amount or temperature effect. 

Changes in moisture source 
and vapor transport path have 
substantial effects on variations 
in isotopic compositions of pre-
cipitation (Welker, 2000; Liu et 
al., 2008, 2009, 2014). In stud-
ies of modern isotopic composi-
tions of precipitation, deuterium 
excess (d-excess), defined as 
d  δD  8δ18O, is an import-
ant parameter that may reflect 
climatic conditions in the mois-
ture source area such as the 
distance from the source area 
to the precipitation location, and 
condensation and re-evapo-
ration processes during vapor 
transport (Araguás-Araguás 
et al., 2000; Merlivat and Jou-
zel, 1979; Johnsen et al., 1989; 
Pfahl and Wernli, 2008; Pfahl 
and Sodemann, 2014). 

We calculated d-excess during the monitoring period, using the monthly averaged δ18Op and δDp data (Fig. 3C). 
Compared to the double-peak signal in the record of the isotopic composition of precipitation, a significant seasonal 
variation is evident, with higher values in winter and lower values in summer. For the Zhenzhu Cave area, which is very 
sensitive to changes in the summer and winter monsoon, the wind direction in summer is from the ocean towards the 
interior land, which is determined by the land-sea thermal gradient, or the local inland atmospheric circulation pattern. 
The temperature and relative humidity over the ocean result in a lower d-excess value than that of air masses origi-
nating from inland (Pfahl and Sodemann, 2014). By contrast, air masses transported by winter winds originate in high 
latitude regions, characterized by dry conditions and strong evaporation in the source area and by a long transport 
distance, resulting in a higher value of d-excess. In addition, based on NOAA/ARL HYSPLIT back trajectory modelling 

Figure 3. Time series of δ18O (A), δD (B) and d-excess (C) from the W1 (black squares) and W2 
(red squares) rainfall sampling sites in the Zhenzhu Cave area; (D) Temperature anomalies in the 
Niño 3.4 region (black triangles); (E) Variation of monthly precipitation (blue bars) and monthly 
mean temperature (red triangles) (the yellow bar represents the summer period).
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(https://www.ready.noaa.gov/HYSPLIT_traj.php, Zhang et al., 2015), the air mass trajectory of a typical summer month 
(July 2013) and a typical winter month (January 2013) was determined weekly. Results demonstrated that the air mass 
trajectory in July 2013 was complex and mainly sourced from local inland circulation (Fig. 5). However, the air mass 
in January 2013 was mainly transported by northerly or westerly winds from high latitudes or by westerly winds far 
inland (Fig. 6), which is consistent with our d-excess data and results from previous research (Wang et al., 2003). On 
the other hand, this characteristic pattern of variation of d-excess is also in accord with the double-peak evident in the 
isotopic composition of precipitation mentioned above (Pfahl and Sodemann, 2014). Precipitation in the rainy season 
in the Zhenzhu Cave area is derived from local recycled vapor or oceanic sources, with lower values of precipitation 
isotopic compositions (δ18Op and δDp) resulting from the rain-out effect. For the winter/dry season, precipitation is main-
ly sourced from remote inland air masses or polar air masses, with a long transport distance and evaporation, which 
finally result in lower isotopic values of precipitation.
Interannual variations

On an interannual scale, taking W1 for example, the amplitude of variation of δ18Op, δDp during April 2012 to February 
2013 (δ18Op: 11.7 ‰ to 4.0 ‰; δDp: 84.4 ‰ to 16.9 ‰) was greater than that during the same period from 2013-
2014 (δ18Op: 8.4 ‰ to 5.4 ‰; δDp: 57.4 ‰ to 30.5 ‰). In addition, the mean value of δ18Op (δDp) weighted by 
monthly precipitation amount (MWP) for April 2012–February 2013 was 8.2 ‰ (55.4 ‰), 8.6 ‰ (60.0 ‰) for June 
2012–September 2012 (warm/rainy season), and 8.4 ‰ (50.5 ‰) for October 2012–February 2013 (cold/dry season). 
These values are lower than those for the same period in 2013–2014 (Table 1). On the other hand, meteorological data 
show that the total amount of precipitation during April 2012 to February 2013 (653.5 mm) was greater than that during 
April 2013–February 2014 (578.5 mm) (Table 1). Combining the corresponding MWP isotopic values for the aforemen-
tioned periods (Table 1), it suggests that the greater the rainfall amount, the more depleted the isotopic composition (i.e., 
the rainfall amount effect). This conclusion is tentative due to the relatively short monitoring period, however. 

Figure 4. Relationship between monthly precipitation (MP, A) or monthly mean temperature (MMT, B) and monthly mean δ18Op for the 
Zhenzhu Cave area; C and D are the same as A and B, but for monthly mean δDp. 
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To examine the relationships between δ18Op (and δDp) and environmental variables (rainfall amount and temperature) 
on an interannual scale, due to the lack of monitoring data covering a longer interval, we referred to results of previous 
research (Li et al., 2015; Rao et al., 2016). Based on GNIP data from Shijiazhuang meteorological station, weighted 
mean annual δ18Op (and δDp) spanning a 13-year interval was used to analyze the relationship between weighted mean 
annual δ18Op (and δDp) and annual precipitation amount or annual mean temperature (Fig. 7). Results show that cor-
relations between weighted mean annual δ18Op (and δDp) and annual precipitation amount or annual mean temperature 
are weak (Fig. 7), and thus we cannot attribute the variation in δ18Op to a rainfall amount effect or temperature effect on 
interannual scales. 

It has been suggested that the El Niño-Southern Oscillation (ENSO) cycle is the dominant control on the interannual 
variation in δ18Op in the monsoon regions of China, via its effect on the ratio of water vapor originating from distant oce-
anic sources (progressively depleted in δ18O) and local oceanic sources (relatively enriched in δ18O) at an observation 
site (Tan, 2014). Hence, we compared our precipitation isotopic values with an ENSO index, defined by the sea-surface 
temperature anomaly (SSTA) in the Niño 3.4 region (5°S  5°N, 170°W  120°W) in the tropical Pacific (NOAA, https://
www.cpc.ncep.noaa.gov/data/indices/sstoi.indices). The results demonstrate that the pattern of variation of SSTA in the 
Niño 3.4 region is similar to that of the isotopic composition in precipitation, with the amplitude of variation in 2012-2013 
greater than that during 2013–2014 (Fig. 3D), implying that the variation of the isotopic composition of precipitation 
during the monitoring period may be affected by the SSTA or by an atmosphere-ocean circulation anomaly, which can 
effect changes in moisture source or transport path, causing variations in the isotopic composition of precipitation. 
However, more research is needed to confirm this conclusion.

Figure 5. Weekly trajectory modeling of the air mass path in a typical summer month (July 2013) based on NOAA/ARL HYSPLIT.
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Table 1. Summary of average temperature, total precipitation, mean δ18Op and δDp, weighted by monthly precipitation amount 
(MWP), and average δ18Od and δDd for specific periods for the Zhenzhu Cave area.

Projects 
for 

Statistics
April 2012–
April 2014

April 2012–
February 2013

June 2012–
September 2012

October 2012–
February 2013

April 2013–
February 2014

June 2013–
September 2013

October 2013–
February 2014

Average 
temperature 

(°C)

14.4 14.55 25.7 3.2 14.8 25.4 5.1

Total 
precipitation 

(mm)

1260 653.5 515.9 53.8 578.5 486.9 23.3

MWP δ18Op 
(‰, VSMOW)

7.7 8.2 8.6 8.4 7.3 7.6 −6.9

MWP δDp (‰, 
VSMOW)

51.1 55.4 60.0 50.5 48.5 50.3 −41.4

Average 
δ18Od (‰, 
VSMOW)

9.1 9.0 9.0 9.0 9.1 9.1 −9.1

Average δDd 
(‰, VSMOW)

62.1 61.6 61.5 61.9 62.4 62.6 −61.3

Figure 6. Weekly trajectory modeling of the air mass path in a typical winter month (January 2013) based on NOAA/ARL HYSPLIT.
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In summary, the variation of the precipitation isotopic composition in the Zhenzhu Cave area during the monitoring 
period cannot be attributed solely to the rainfall amount effect or temperature effect, on either seasonal or interannual 
timescales.
Stable isotopic composition of drip water

Three drip monitoring sites (D1, D2 and D3) were sampled monthly. Drip rate were measured at the time of sample 
collection from April 2012–April 2014. All three sites had perennial drips, but the drip rates of all sites were very low 
(30 minutes per drip). 

The range of variation of the hydrogen (δDd) and oxygen (δ18Od) isotopic composition of drip water samples from the 
three sites was as follows. D1: δDd: 62.9 ‰ to 60.1 ‰, and δ18Od: 9.1 ‰ to 8.7 ‰; D2: δDd: 63.7 ‰ to 60.1 ‰, 
and δ18Od: 9.3 ‰ to 8.8 ‰; D3: δDd: 63.8 ‰ to 59.9 ‰, and δ18Od: 9.3 ‰ to 8.7 ‰. Isotopic compositions of 
drip water for some months are unavailable because of conditions such as limited drip water amount and evaporation 
during storage (Fig. 8, Supplementary 2).

Isotopic composition of the drip water samples generally plot close to or slightly below the LMWL (Fig. 2). In the 
meantime, the average value of δ18Od (δDd) during the entire monitoring period is 9.1 ‰ (62.1 ‰), which is close to 
or slightly more depleted than the δ18Op (δDp) with values of 7.7 ‰ (51.1 ‰) (Table 1), which indicates that in general 
δ18Od (δDd) inherits the signal of the meteoric water above the caves (Luo and Wang, 2008; Pape et al., 2010; Genty 
et al., 2014). The drip water δ18Od (δDd) plotting below the LMWL and the lower value of δ18Od (δ Dd) may result from 
more depleted precipitation recharge of the drip water.  Compared with the variation of the isotopic composition of pre-
cipitation (δDp and δ18Op), the δ18Od (δDd) at the three sites had a low degree of variability (range of δ18Od  1 ‰), and 
a seasonal signal is absent (Fig. 8A), which is in accord with results in other cave sites (Genty et al., 2014; Duan et al., 
2016). The pattern furthermore confirmed that the variation of δ18Od (δDd) in drip water may be attributed to groundwater 
homogenization via the mixing of different timescales or multi-year timescales precipitation in the soil and epikarst zone 
above the cave (Williams and Fowler, 2002; Pape et al., 2010; Benton and Doctor, 2018; Eagle et al., 2015). The range 

Figure 7. Relationships between annual weighted mean precipitation δ18O and annual precipitation (A) or annual mean temperature (B) at 
Shijiazhuang.
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of variation of the isotopic composition of 
the drip waters was small, implying that 
the resulting speleothem δ18O (δ18Os) 
could not reflect seasonal-scale varia-
tions in the isotopic composition of pre-
cipitation in the Zhenzhu Cave region. 
Cave air CO2 concentration, cave air 
temperature and relative humidity

In contrast to δDd and δ18Od, cave air 
CO2 concentration exhibits a clear sea-
sonal pattern of variation, ranging be-
tween 352 to 1383 ppmv, with lower val-
ues in the winter/dry season and higher 
values in the summer/wet season (Fig. 
9). The average temperature inside the 
cave is 9 °C, with a standard deviation 
of 1 °C, consistent with annual air tem-
perature in this area (Fig. 9). The RH in 
Zhenzhu Cave is 99 % to 100 % during 
the entire monitoring period. These char-
acteristics of cave air CO2 concentration, 
Tin, and the RH in Zhenzhu Cave were 

also observed in other studies (Hu et al., 
2007; Li et al., 2011; Pu et al., 2015).

The variability of cave air CO2 concen-
tration is mainly affected by CO2 sources: 
including the overlying soil, bacterial oxida-
tion of organic matter in the cave system, 
outside atmosphere CO2, and deep gas 
diffusion or transport (Liñán et al. 2008; 
Pu et al., 2015). However, contributions of 
other factors (e.g., the concentration of the 
outside atmospheric CO2 and deep gas 
diffusion or transport) were minor, com-
pared to the 1000 ppmv range observed 
in the CO2 level of Zhenzhu Cave. Thus, 
we conclude that the variation of cave air 
CO2 concentration in Zhenzhu Cave was 
dominated by variations in CO2 generated 
in the overlying soil, which were controlled 
by vegetation conditions and biological 
activity. In addition, biological productivi-
ty of vegetation and soil above a cave are 
influenced by climatic variables such as 
precipitation and temperature. 

As shown in Fig. 9, seasonal variations of cave air CO2 concentration in Zhenzhu Cave are highly consistent with 
the surface monthly mean temperature (MMT) and monthly precipitation (MP). There is also a significant positive 
correlation between CO2 concentration and MP or MMT (Fig. 10). During the warm/wet season, when vegetation and 
soil biological activity are flourishing, the biogenic production of CO2 would increase. As the outside air temperature 
increases, cave ventilation effects resulting from the barometric pressure (or density) difference between the outside 
air and cave air begin to decrease and the soil CO2 yield begins to increase. In addition, an increasing amount of CO2 
from the overlying soil enters the cave with dripwater (or seepage water) that passes through the zone, maintaining the 
cave air CO2 concentration at a higher level because of the continuous supply from the soil (Buecher 1999; Fernan-
dez-Cortes et al. 2009). In the dry/cold season, when biological activity and the outside air temperature are lower, the 
soil CO2 yield would decrease. Colder and denser air with lower CO2 concentration enters the cave via the entrance 
and karst fissures, diluting the cave air CO2 and leading to lower cave air CO2 concentration (Li et al., 2012; Liñán et al. 

Figure 8. Time series of monthly water δ18O (A), δ D (B) for two precipitation and three 
drip sites in Zhenzhu Cave.

Figure 9. (A) Time series of cave air CO2 concentration at Zhenzhu Cave; (B) variabil-
ity of monthly precipitation (blue bars), monthly mean temperature (red triangles), and 
relative humidity (RH, green rectangle) inside the cave and cave air temperature (Tin, 
red dot).
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2008; 2015). However, statistical results including average temperature, total precipitation amount, and monthly mean 
CO2 concentration during April–October of 2012 and 2013 (Table 2) show that the monthly mean CO2 concentration 
during April–October of 2012 was greater than that during 2013, and was also the case for total precipitation, although 
the temperature was not significantly different between 2012 and 2013. The cave air CO2 concentration may be more 
sensitive to precipitation variations. More sites for long-term monitoring are needed to verify these inferences.

In summary, climatic conditions (temperature and especially precipitation) outside the cave are likely responsible for 

the seasonal changes in cave air CO2 concentration, which may control cave ventilation and biological activity in the 
vegetation and soil overlying the cave.
Implications of results for paleoclimatic studies

Our findings have several implications for the use of stable isotope values of speleothems from Zhenzhu Cave for 
paleoclimatic reconstruction. First, in the study area, there is no significant correlation between the stable isotopic com-
position of precipitation and rainfall amount or air temperature, on either seasonal or interannual scales. Therefore, vari-
ations in precipitation isotopic composition cannot be interpreted as a proxy of local rainfall amount or air temperature 
on these timescales. Second, because the relatively constant isotopic composition of drip water is caused by the mixing 
of meteoric waters in the epikarst zone above Zhenzhu Cave, the isotopic composition of drip water should reflect the 
long-term weighted average composition of local precipitation above the cave. Therefore, paleoclimatic records based 
on the oxygen isotopic composition of speleothems growing from such drip sites should reflect multi-year variations in 
the climate of the Zhenzhu Cave area. 

Cave air CO2 is closely related to speleothem δ13C (δ13Cs), which is demonstrated by the following: δ13Cs is mainly 
influenced by the δ13C of soil CO2 and CO2 degassing of the drip water, which are also the dominant factors controlling 
cave air CO2 concentration. Conversely, cave air CO2 concentration plays an important role in the degassing of CO2 and 
carbonate reprecipitation, which in turn affect variations in δ13Cs (Paulsen et al., 2003; Fairchild et al., 2006, 2009; Spötl 
et al., 2005). Thus, the study of cave air CO2 complements and reinforces our interpretation of δ13Cs records. The cave 
air CO2 level in Zhenzhu Cave during April 2012–April 2014 exhibited distinct seasonal changes and were well-correlat-
ed with outside climate conditions especially precipitation. Climatic conditions outside the cave substantially influenced 
the variations of cave air CO2 concentration. Furthermore, the history of vegetation changes and deforestation based 
on the δ13Cs record covering the past millenium from Zhenzhu Cave has been successfully reconstructed (Yin et al., 
2017). CO2 results with seasonal variation may be useful for interpreting the significance of δ13Cs on seasonal timescale.

Figure 10. Linear regression between cave air CO2 and MP (A) or MMT (B) for Zhenzhu Cave.

Table 2. Summary of average temperature, total precipitation, and monthly mean CO2 concentration during April − October 
in 2012 and 2013 for the Zhenzhu Cave area.

Year Average temperature (°C) Total precipitation (mm) Monthly mean CO2 (ppmv)
2012 22.9 606.2 1122.6

2013 21.8 565.9   906.6
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Conclusions
The major conclusions of our two-year monitoring study of Zhenzhu Cave in north China are
1.  In the study area there was no significant correlation between δ18Op and δDp and precipitation and temperature 

on the seasonal and interannual scales. Variations in δ18Op (δDp) cannot be interpreted solely by the tempera-
ture effect or amount effect. They could be influenced by other factors such as changes in moisture sources 
caused by changes in atmospheric circulation.

2.  The narrow range of variation and absence of seasonality in the drip-water δ18Od (δDd) values suggest that the 
drip water is derived from the mixing of different timescales or multi-year meteoric waters in the epikarstic zone. 
Thus, the δ18Os records of speleothems fed by this type of drip water should reflect multi-year variations in the 
isotopic composition of the local precipitation. 

3.  The CO2 concentration of Zhenzhu Cave exhibited significant seasonal changes and was well-correlated with 
climate conditions especially precipitation, implying seasonal variations in CO2 concentration likely impact the 
signatures of δ13Cs, and possibly providing a seasonal signal that does not appear in δ18Os data.

Acknowledgements
We appreciate the efforts of students from Hebei Normal University who joined us in field trips to the cave and pro-

vided assistance with sampling of precipitation and drip water. The work was supported by the Fundamental Research 
Funds for the Central Universities (lzujbky-2016-240, lzujbky-2018-it77), and the National Natural Science Foundation 
of China (Grant Nos. 41772373, 41428202, and 41372181).

References
Araguás-Araguás, L., Froehlich, K., and Rozanski, K., 2000, Deuterium and oxygen-18 isotope composition of precipitation and atmo-

spheric moisture: Hydrological Processes, v. 14, no. 8, p. 1341−1355. https://doi.org/10.1002/1099-1085(20000615)14:8<1341::AID-
HYP983>3.0.CO;2-Z.

Baker, A., Asrat, A., Fairchild, I. J., Leng, M. J., Wynn, P. M., Bryant, C., Genty, D., and Umer, M., 2007, Analysis of the climate signal contained 
within δ18O and growth rate parameters in two Ethiopian stalagmites: Geochimica et Cosmochimica Acta, v. 71, no. 12, p. 2975−2988. https://
doi.org/10.1016/j.gca.2007.03.029.

Banner, J. L., Guilfoyle, A., James, E. W., Stern, L. A., and Musgrove, M., 2007, Seasonal variations in modern speleothem calcite growth in 
central Texas, USA: Journal of Sedimentary Research, v. 77, no. 8, p. 615−622. https://doi.org/10.2110/jsr.2007.065.

Benton, J. R. and D. Doctor, 2018, Investigating Vadose Zone Hydrology in a karst terrain through hydrograph and chemical time series analysis 
of cave drips at Grand Caverns, Virginia: In NCKRI Symposium 7: Proceedings of the 15th Multidisciplinary Conference on Sinkholes and the 
Engineering and Environmental Impacts of Karst and the 3rd Appalachian Karst Symposium, p. 213−219.

Buecher, R. H., 1999, Microclimate study of Kitchener Caverns, Arizona: Journal of Cave and Karst Studies, v. 61, no. 2, p. 108–120.
Caballero, E., De Cisneros, C. J., and Reyes, E., 1996, A stable isotope study of cave seepage waters: Applied Geochemistry, v. 11, no. 4, p. 

583−587. https://doi.org/10.1016/0883-2927(96)00026-1.
Chen, Z., 2010, The formation and evolution of Karst in Tianguishan area, Hebei Province: Master thesis, Hebei Normal University, Shijiazhuang, 

p. 15−16 (in Chinese with English abstract).
Cheng, H., Edwards, R. L., Broecker, W. S., Denton, G. H., Kong, X., Wang, Y., Zhang, R., and Wang, X., 2009, Ice Age Terminations: Science, v. 

326, no. 5950, p. 248−252. https://doi.org/10.1126/science.1177840.
Cheng, H., Edwards, R. L., Wang, X. F., Wang, Y. J., Kong, X. G., Yuan, D. X., Zhang, M. L., Lin, Y. S., Qin, J. M., and Ran, J. C., 2005, Oxygen 

isotope records of stalagmites from southern China: Quaternary Science, v. 25, no. 2, p. 157–163 (in Chinese with English abstract).
Cheng, H., Zhang, P. Z., Spötl, C., Edwards, R. L., Cai, Y. J., Zhang, D. Z., Sang, W.C., Tan, M., and An, Z. S., 2012, The climatic cyclicity in 

semiarid-arid central Asia over the past 500,000 years: Geophysical Research Letters, v. 39, no. 1. https://doi.org/10.1029/2011GL050202.
Clemens, S. C., Prell, W. L., and Sun, Y., 2010, Orbital-scale timing and mechanisms driving Late Pleistocene Indo-Asian summer monsoons: 

Reinterpreting cave speleothem δ18O: Paleoceanography, v. 25, no. 4. https://doi.org/10.1029/2010PA001926.
Cosford, J., Qing, H., Mattey, D., Eglington, B., and Zhang, M., 2009, Climatic and local effects on stalagmite δ13C values at Lianhua Cave, China: 

Palaeogeography, Palaeoclimatology, Palaeoecology, v. 280, no. 1-2, p. 235–244.
Craig, H., 1961, Isotopic variations in meteoric waters: Science, v. 133, no. 3465, p. 1702−1703. https://doi.org/10.1126/science.133.3465.1702.
Dansgaard, W., 1964, Stable isotopes in precipitation: Tellus, v. 16, no. 4, p. 436−468. https://doi.org/10.3402/tellusa.v16i4.8993.
Dayem, K. E., Molnar, P., Battisti, D. S., and Roe, G. H., 2010, Lessons learned from oxygen isotopes in modern precipitation applied to interpre-

tation of speleothem records of paleoclimate from eastern Asia: Earth and Planetary Science Letters, v. 295, no. 1-2, p. 219−230. https://doi.
org/10.1016/j.epsl.2010.04.003.

Ding, Y. H., and Chan, J. C. L., 2005, The East Asian summer monsoon: an overview: Meteorology and Atmospheric Physics, v. 89, no. 1-4, p. 
117−142. https://doi.org/10.1007/s00703-005-0125-z.

Duan, W., Ruan, J., Luo, W., Li, T., Tian, L., Zeng, G., Zhang, D., Bai, Y., Li, J., Tao, T., Zhang, P., Baker, A., Tan, M., 2016, The transfer of sea-
sonal isotopic variability between precipitation and drip water at eight caves in the monsoon regions of China: Geochimica et Cosmochimica 
Acta, v. 183, no. 15, p. 250−266. https://doi.org/10.1016/j.gca.2016.03.037.

Eagle, S., W. Orndorff, Schwartz, B., Doctor, D., Gerst, J. and Schreiber, M., 2015, Analysis of hydrologic and geochemical time-series data at 
James Cave, Virginia: Implications for epikarst influence on recharge in Appalachian karst aquifers: Geological Society of America Special 
Papers, v. 516, p. SPE516-15.

Fairchild, I. J., and Baker, A., 2012, Speleothem science: from process to past environments: v. 3, John Wiley & Sons. https://doi.
org/10.1002/9781444361094.

Fairchild, I. J., and Treble, P. C., 2009, Trace elements in speleothems as recorders of environmental change: Quaternary Science Reviews, v. 
28, no. 5-6, p. 449−468. https://doi.org/10.1016/j.quascirev.2008.11.007.



134 • Journal of Cave and Karst Studies, June 2019

Li, Zhang, Liu, Gao, and Rao

Fairchild, I. J., Smith, C. L., Baker, A., Fuller, L., Spötl, C., Mattey, D., and McDermott, F., 2006, Modification and preservation of environmental 
signals in speleothems: Earth-Science Reviews, v. 75, no. 1-4, p. 105−153. https://doi.org/10.1016/j.earscirev.2005.08.003.

Fernandez-Cortes, A., Sanchez-Moral, S., Cuezva, S., Cañaveras, J. C., and Abella, R., 2009, Annual and transient signatures of gas exchange 
and transport in the Castañar de Ibor cave (Spain): International Journal of Speleology, v. 38, no. 2, p. 6. https://doi.org/10.5038/1827-
806X.38.2.6.

Feng, W., Banner, J. L., Guilfoyle, A. L., Musgrove, M., and James, E. W., 2012, Oxygen isotopic fractionation between drip water and speleo-
them calcite: A 10-year monitoring study, central Texas, USA: Chemical Geology, v. 304, p. 53−67. https://doi.org/10.5038/1827-806X.38.2.6.

Feng, W., Casteel, R. C., Banner, J. L., and Heinze-Fry, A., 2014, Oxygen isotope variations in rainfall, drip-water and speleothem calcite from a 
well-ventilated cave in Texas, USA: Assessing a new speleothem temperature proxy: Geochimica et Cosmochimica Acta, v. 127, p. 233−250. 
https://doi.org/10.1016/j.gca.2013.11.039.

Genty, D., Labuhn, I., Hoffmann, G., Danis, P. A., Mestre, O., Bourges, F., Wainer, K., Massault, M., Van Exter, S., Regnier, E., Orengo, P., Fa-
lourd, S., and Minster, B., 2014, Rainfall and cave water isotopic relationships in two south France sites: Geochimica et Cosmochimica Acta, v. 
131, p. 323−343. https://doi.org/10.1016/j.gca.2014.01.043.

Hu, C., Henderson, G., Huang, J., Chen, Z., and Johnson, K., 2008, Report of a three-year monitoring programme at Heshang Cave, central 
China: International Journal of Speleology, v. 37, p. 143–151. https://doi.org/10.5038/1827-806X.37.3.1.

Johnsen, S. J., Dansgaard, W., and White, J. W. C., 1989, The origin of Arctic precipitation under present and glacial conditions: Tellus B, v. 41, 
p. 452−468. https://doi.org/10.3402/tellusb.v41i4.15100.

Lambert, W. J., and Aharon, P., 2011, Controls on dissolved inorganic carbon and δ13C in cave waters from DeSoto Caverns: implications for 
speleothem δ13C assessments: Geochimica et Cosmochimica Acta, v. 75, no. 3, p. 753–768. https://doi.org/10.1016/j.gca.2010.11.006.

Li, T., Li, H., Xiang, X., Kuo, T. S., Li, J., Zhou, F., Chen, H., and Peng, L., 2012, Transportation characteristics of δ13C in the plants-soil-bedrock-
cave system in Chongqing karst area: Science China Earth Sciences, v. 55, no. 4, p. 685−694. https://doi.org/10.1007/s11430-011-4294-y

Li, T. Y., Shen, C. C., Li, H. C., Li, J. Y., Chiang, H. W., Song, S. R., Yuan, D. X., Lin, C. D.-J., Gao, P., Zhou, L. P., Wang, J. L., Ye, M. Y., Tang, 
L. L., Xie, S. Y., 2011, Oxygen and carbon isotopic systematics of aragonite speleothems and water in Furong Cave, Chongqing, China: Geo-
chimica et Cosmochimica Acta, v. 75, no. 15, p. 4140−4156. https://doi.org/10.1016/j.gca.2011.04.003.

Li, Y. X., Rao Z. G., Liu, X. K., Jin, M., and Chen, F. H., 2015, Interannual correlations between modern precipitation δ18O and precipitation 
amount recorded by GNIP stations in China and India: Chinese Science Bulletin, v. 60, no. 80, p. 741–743 (in Chinese with English abstract). 
https://doi.org/10.1360/N.972014-00838.

Liñán, C., Vadillo, I., and Carrasco, F., 2008, Carbon dioxide concentration in air within the Nerja Cave (Malaga, Andalusia, Spain): International 
Journal of Speleology, v. 37, p. 99–106. https://doi.org/10.5038/1827-806X.37.2.2.

Liu, J. B., Chen, J. H., Zhang, X. J., Li, Y., Rao, Z. G., and Chen, F. H., Holocene East Asian summer monsoon records in northern China 
and their inconsistency with Chinese stalagmite δ18O records: Earth-Science Reviews, v. 148, p. 194−208. https://doi.org/10.1016/j.earsci-
rev.2015.06.004.

Liu, J., Song, X., Yuan, G., Sun, X., Liu, X., Wang, Z., and Wang, S., 2008, Stable isotopes of summer monsoonal precipitation in southern China 
and the moisture sources evidence from δ18O signature: Journal of Geographical Sciences, v. 18, no. 2, p. 155−165. https://doi.org/10.1007/
s11442-008-0155-9.

Liu, J., Song, X., Yuan, G., Sun, X., Liu, X., and Wang, S., 2009, Characteristics of δ18O in precipitation over Eastern Monsoon China and the 
water vapor sources: Chinese Science Bulletin, v. 54, no. 2, p. 3521−3531.

Liu, J., Song, X., Yuan, G., Sun, X., and Yang, L., 2014, Stable isotopic compositions of precipitation in China: Tellus B: Chemical and Physical 
Meteorology, v. 66, no. 1, 22567.

Luo, W. J., and Wang, S. J., 2008, Transmission of oxygen isotope signals of precipitation-soil water-drip water and its implications in Liangfeng 
Cave of Guizhou, China: Chinese Science Bulletin, v. 53, no. 21, p. 3364−3370.

Merlivat, L., and Jouzel, J., 1979, Global climatic interpretation of the deuterium-oxygen 18 relationship for precipitation, Journal of Geophysical 
Research, v. 84, no. C8, p. 5029−5033. https://doi.org/10.1029/JC084iC08p05029.

Pape, J. R., Banner, J. L., Mack, L. E., Musgrove, M., and Guilfoyle, A., 2010, Controls on oxygen isotope variability in precipitation and cave drip 
waters, central Texas: USA, Journal of Hydrology, v. 385. no. 1-4, p. 203−215. https://doi.org/10.1016/j.jhydrol.2010.02.021.

Paulsen, D. E., Li, H. C., and Ku, T. L., 2003, Climate variability in central China over the last 1270 years revealed by high-resolution stalagmite 
records: Quaternary Science Review, v. 22, no. 5-7, p. 691−701. https://doi.org/10.1016/S0277-3791(02)00240-8.

Pausata, F. S., Battisti, D. S., Nisancioglu, K. H., and Bitz, C. M., 2011, Chinese stalagmite δ18O controlled by changes in the Indian monsoon 
during a simulated Heinrich event: Nature Geoscience, v. 4, no. 7, p. 474−480. https://doi.org/10.1038/ngeo1169.

Pfahl, S., and Sodemann, H., 2014, What controls deuterium excess in global precipitation?: Climate of the Past, v. 10, no. 2, p. 771−781. https://
doi.org/10.5194/cp-10-771-2014.

Pfahl, S., and Wernli, H. 2008, Air parcel trajectory analysis of stable isotopes in water vapor in the eastern Mediterranean: Journal of Geophysi-
cal Research, v. 113, no. D20104. https://doi.org/10.1029/2008JD009839.

Pu, J., Wang, A., Yin, J., Shen, L., Sun, Y., Yuan, D., and Zhao, H., 2015, Processes controlling dripwater hydrochemistry variations in Xueyu 
Cave, SW China: implications for speleothem palaeoclimate signal interpretations: Boreas, v. 44, no. 3, p. 603−617. https://doi.org/10.1111/
bor.12117.

Rao, Z. G., Li, Y. X., Zhang, J. W., Jia, G. D., and Chen, F. H., 2016, Investigating the long-term palaeoclimatic controls on the δD and δ18O of 
precipitation during the Holocene in the Indian and East Asian monsoonal regions: Earth-Science Reviews, v. 159, p. 292−305. https://doi.
org/10.1016/j.earscirev.2016.06.007.

Rao, Z. G., Liu, X. K., Hua, H., Gao, Y. L., and Chen, F. H., 2015, Evolving history of the East Asian summer monsoon intensity during the MIS5: 
inconsistent records from Chinese stalagmites and loess deposits: Environmental Earth Sciences, v. 73, no. 7, p. 3937−3950. https://doi.
org/10.1007/s12665-014-3681-z.

Rozanski, K., Sonntag, C., and Münnich, K. O., 1982, Factors controlling stable isotope composition of European precipitation: Tellus, v. 34, no. 
2, p. 142–150. https://doi.org/10.3402/tellusa.v34i2.10796.

Ruan, J. Y. and Hu, C. Y., 2010, Seasonal variations and environmental controls on stalagmite calcite crystal growth in Heshang Cave, central 
China: Chinese Science Bulletin, v. 55, no. 34, p. 3929−3935. https://doi.org/10.1007/s11434-010-4193-1.

Spötl, C., Fairchild, I. J., and Tooth, A. F., 2005, Cave air control on dripwater geochemistry, Obir Caves (Austria): implications for speleo-
them deposition in dynamically ventilated caves: Geochimica et Cosmochimica Acta, v. 69, no. 10, p. 2451–2468. https://doi.org/10.1016/j.
gca.2004.12.009.



Journal of Cave and Karst Studies, June 2019 • 135

Li, Zhang, Liu, Gao, and Rao

Tan, M., 2009, Circulation effect: climatic significance of the short term variability of the oxygen isotopes in stalagmites from monsoonal China—
dialogue between paleoclimate records and modern climate research: Quaternary Science, v. 29, no. 5, p. 851−862. (in Chinese with English 
abstract)

Tan, M., 2014, Circulation effect: response of precipitation δ18O to the ENSO cycle in monsoon regions of China: Climate Dynamic, v. 42, no. 3-4, 
p. 1067−1077. https://doi.org/10.1007/s00382-013-1732-x.

Wang, B., Clemens, S. C., and Liu, P., 2003, Contrasting the Indian and East Asian monsoons: implications on geologic timescales: Marine Geol-
ogy, v. 201, no. 1-3, p. 5−21. https://doi.org/10.1016/S0025-3227(03)00196-8.

Wang, J., Chen, Z., Zhang, M. P., and Huang, H. F., 2011, The genetic sorts of the typical karst caves in Tianguishan, Hebei province: Journal of 
Mountain Science, v. 29, no. 2, p. 188−194 (in Chinese with English abstract).

Wang, Y. J., Cheng, H., Edwards, R. L., An, Z. S., Wu, J. Y., Shen, C. C., and Dorale, J. A., 2001. A high-resolution absolute dated late Pleisto-
cene monsoon record from Hulu Cave, China: Science, v. 294, no. 5550, p. 2345−2348. https://doi.org/10.1126/science.1064618.

Wang, Y. J., Cheng, H., Edwards, R. L., Kong, X. G., Shao, X. M., Chen, S. T., Wu, J. Y., Jiang, X. Y., Wang, X. F., and An, Z. S., 2008, Millenni-
al- and orbital-scale changes in the East Asian monsoon over the past 224,000 years: Nature, v. 451, p. 1090−1093. https://doi.org/10.1038/
nature06692.

Welker, J.M., 2000, Isotopic (δ18O) characteristics of weekly precipitation collected across the USA: An initial analysis with application to 
water source studies: Hydrological Processes, v. 14, no. 8, p. 1449−1464. https://doi.org/10.1002/1099-1085(20000615)14:8<1449::AID-
HYP993>3.0.CO;2-7.

Williams, P. W., and Fowler, A., 2002, Relationship between oxygen isotopes in rainfall, cave percolation waters and speleothem calcite at Waito-
mo, New Zealand: Journal of Hydrology (New Zealand), v. 41, p. 53−70.

Yin, J. J., Li, H. C., Rao, Z. G., Shen, C. C., Mii, H. S., Pillutla, R. K., Hu, . M., Li, Y. X., Feng, X. H., 2017, Variations of monsoonal rain and 
vegetation during the past millennium in Tiangui Mountain, north China reflected by stalagmite δ18O and δ13C records from Zhenzhu Cave: 
Quaternary International, v. 447, p. 89−101. https://doi.org/10.1016/j.quaint.2017.06.039.

Zhang, M. L., Zhu, X. Y., Wu, X., Yin, J. J., and Pan, M. C., 2015, δ18O characteristics of meteoric precipitation and its water vapor sources in the 
Guilin area of China: Environmental Earth Sciences, v.74, no. 2, p. 953−976. https://doi.org/10.1007/s12665-014-3827-z.

Zheng, S. H., Hou, F. G., and Ni, B. L., 1983, Study on the hydrogen and oxygen stable isotopes in meteoric precipitation of China: Chinese 
Science Bulletin, v. 13, p. 801−806 (in Chinese).

Zhou, T. J., and Yu, R. C., 2005, Atmospheric water vapor transport associated with typical anomalous summer rainfall patterns in China: Journal 
of Geophysical Research, v. 110, no. D08104. https://doi.org/10.1029/2004JD005413.



136 • Journal of Cave and Karst Studies, June 2019

Okan Külköylüoğlu, Mehmet Yavuzatmaca, Derya Akdemir, Benjamin F. Schwartz, Benjamin T. Hutchins.  Description of a new tribe Cabralcandonini (Can-
donidae, Ostracoda) from karst aquifers in central Texas, U.S.A.  Journal of Cave and Karst Studies, v. 81, no. 2, p. 136-151.  DOI:10.4311/2018ES0128

DESCRIPTION OF A NEW TRIBE CABRALCANDONINI (CANDONIDAE, 
OSTRACODA) FROM KARST AQUIFERS IN CENTRAL TEXAS, U.S.A.
Okan Külköylüoğlu1, C, Mehmet Yavuzatmaca1, Derya Akdemir2, Benjamin F. Schwartz3,4, Benjamin 
T. Hutchins4,5

ABSTRACT

Cabralcandonini tribe n., with the type genus Cabralcandona gen. n. from an artesian well in the San Marcos, Texas 
(U.S.A.) and six other genera from karst aquifers in Texas, is proposed as a new tribe of the subfamily Candoninae 
(Candonidae)  (Crustacea, Ostracoda). The new tribe and genus have morphological features that distinguish them 
from other members of the subfamily. The most diagnostic characteristics of the type genus are (1) two horn-like struc-
tures developed on the antero- and postero-dorsal margins of the left valve, (2) numbers of central muscle scars, (3) 
hexagonal or pentagonal (honeycomb-like) ornamentation on the subrectangular shaped carapace, (4) four segmented 
second antenna in both sexes, (5) absence of an exopod on A2, (6) shape and size of Y aesthetasc, (7) absence of e, 
f and g setae on cleaning leg, (8) flagellum (whip-like) uropod morphology, (9) shape of hemipenis, and (10) reduction 
in number of segments and setae on other limbs. Taxonomic keys for the tribes of the subfamily Candoninae including 
Cabralcandonini tribe n. are presented. 

Introduction
Artesian wells are windows into otherwise inaccessible deep aquifer systems, and flowing artesian wells bring 

groundwater directly from the aquifer to the land surface. The name “artesian” traces its origins to the Province of Ar-
tois, France (Carpenter, 1891), where artesian groundwaters have been tapped for centuries. Natural and man-made 
artesian systems can support human usage, hypogean organisms, and many ecosystems including lentic and lotic 
aquatic habitats (Danielopol, 1978; Holsinger and Longley, 1980; Ponder, 2004; Külköylüoğlu, 2009; Culver and Pipan, 
2009; Garza et al., 2015).

Artesian wells often discharge hypogean organisms, and some wells have a long history of intensive biological 
monitoring and sampling. Because of these efforts, and the fact that they allow access into an otherwise-inaccessible 
ecosystem, some artesian wells are associated with unique and high species diversity. Increasing our knowledge of 
groundwater species abundance and diversity, along with the biogeographic and ecologic processes that have contrib-
uted to observed diversity patterns, can support sound conservation activities and policies (Lopez et al., 2017). 

Ostracods are small (adult freshwater forms range from 0.3 to 5.4 mm in length) aquatic invertebrates and are one 
of the most abundant and diverse groups of Crustacea. They can be found in almost all marine to freshwater habitats 
in natural (springs, creeks, rivers, pools, lakes, ditches etc.) and artificial settings (e.g., troughs, wells, canals, dams, 
ponds, etc.). Ostracods have a pair of valves (a carapace) composed of low magnesium / calcium ratio calcite (Chivas 
et al., 1986). Because of this calcified carapace, ostracods can be fossilized in sediments and are known from at least 
the Silurian period, about 425 Ma (Siveter, 2008; Williams et al., 2008). Individual species prefer certain environmental 
conditions (Külköylüoğlu, 1998), therefore, ostracods are excellent model organisms for evolutionary (Cohen and John-
ston, 1987; Chaplin and Ayre, 1997), ecological (De Deckker, 1981; Külköylüoğlu, 2009), biological (Kesling and Crafts, 
1962; Lopez et al., 2002) and paleontological studies (Tunoğlu, 2002; Tuncer and Tunoğlu, 2015). In addition, they are 
useful as indicators of water quality (Hoff, 1942; Wise, 1961; Bromley and Por, 1975; Benson, 1990; Mezquita et al., 
1999; Külköylüoğlu and Vinyard, 2000).

The family, Candonidae, known for its worldwide distribution (Danielopol, 1978; Danielopol et al., 2011; Smith, 2011), 
contains at least 515 species (Martens and Savatenalinton, 2011; Külköylüoğlu et al., 2017a-e). Karanovic (2018) stated 
that no species of Candonopsini have ever been recorded from North America due to a lack of freshwater ostracod 
studies on the continent, failing to recognize the several genera and species (e.g., Comalcandona, Lacrimacandona, 
Ufocandona, Rugosuscandona) reported from Texas groundwaters (Külköylüoğlu et al., 2011; 2017a-d; 2018). Although 
there is debate about the taxonomic position of some species (see. e.g., Higuti and Martens, 2012; 2014), there are 
more than 46 genera described in the subfamily Candoninae (Karanovic, 2001; Külköylüoğlu et al., 2011; Külköylüoğlu 
et al., 2017a-e; Külköylüoğlu and Gibson, 2018). Most recently, descriptions of 5 new species from Texas (Külköylüoğlu 
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et al., 2017a-e) increased the number of known species in the subfamily to 47 with 10 genera in North America. Of 
these, there are now more than 33 species endemic to North America (Karanovic, 2006; Külköylüoğlu et al., 2017a-e). 
Because of known undescribed taxa and a lack of studies in the area, these numbers are believed to be underestimated 
for the subfamily.

Here, we propose Cabralcandonini tribe n. and Cabralcandona gen. n. with the type species (Cabralcandona mixoni 
sp. n.) from the San Marcos Artesian Well, San Marcos, Texas, U.S.A.: the sixth genus found and described from this 
well. Six genera (Ufocandona, Rugosuscandona, Lacrimacandona, Schornikovdona, Comalcandona, Bicornucando-
na) previously included in other tribes are also transferred into the new tribe due to shared characteristics in carapace 
and soft body parts (see Külköylüoğlu et al., 2017a,b). 

Methods
Site Description

The San Marcos Artesian Well (SMAW) (Fig. 1) is known for its exceptional biodiversity (Longley, 1981; Culver and 
Sket, 2000; Hutchins et al., 2014, 2016; Külköylüoğlu et al., 2017a-e; Külköylüoğlu and Gibson, 2018). It was completed 
in a relatively shallow portion of the confined zone of the San Antonio Pool in the Edwards Aquifer of Texas in 1895 
(Stejneger, 1896). At 59.5 m deep, the well intersects a 1.5 m tall conduit (Holsinger and Longley, 1980) from which the 
water and biological materials are presumed to discharge. Excluding the new species proposed herein, 36 stygobiont 
species are known from the well (Hutchins 2018), and the number is rapidly increasing as renewed efforts describe 
undocumented diversity. Ten of these species (an undescribed erpobdellid leech, the cyclopoid copepod Cyclops 
cavernarum Ulrich, 1902, the asellid isopod Lirceolus smithii (Ulrich 1902), the helminth parasites Amphibiocapillaria 
texensis Moravec & Huffman 2000 and Dendronucleata americana Moravec & Huffman 2000, and five ostracods 
(Külköylüoğlu et al., 2017a-e)) are only known from the single site or the nearby San Marcos Spring (Chippindale, 2000; 
Hutchins et al., 2014, 2016; Külköylüoğlu et al., 2017a-e). More than 50 % of the 51 described stygobiont species known 
from this central Texas region are endemic to the Edwards Aquifer (Hutchins, 2018). However, considering the number 
of documented undescribed taxa and lack of in-depth studies in the region, the actual diversity of the well and aquifers 
are unknown, and higher species richness certainly exists (Schwartz et al., 2018).

Water quality is generally high at the site, which has been dye traced to San Marcos Springs, less than 1 km to the 
northeast (see details in Ogden et al., 1986). In November 2013, water temperature at the well averaged 22.3 °C (SD 
 0.01), dissolved oxygen averaged 5.3 mg/l (SD  0.01) and electrical conductivity averaged 608 μS/cm (SD  0.50). 
Sample Collection and Description

All materials were collected from the type locality (Fig. 1) with a drift-net (100 µm mesh size) placed on the outflow 
pipe. Sample collection intervals ranged from 24 to 72 hours, and each sample was sorted under a dissecting micro-
scope to count and identify all invertebrates to lowest taxonomic level (species, for most organisms). All organisms 
were stored in 95 % ethanol in glass vials with poly-seal caps. 

Ostracods were dissected in lactophenol solution using fine needles under a stereomicroscope, and soft body parts 
were mounted on glass slides, covered with coverslips, and sealed with clear fingernail polish. Each slide was labeled 
with a unique catalog number. Valves were kept in micropaleontological slides whenever possible. External views 
of carapace and valves were acquired  by Scanning Electron Microscope (JEOL 6335 F SEM) after ostracods were 
prepared with hexamethyldisilazane (HMDS) as a drying agent at the TÜBİTAK-MAM Institute (Gebze, Turkey). SEM 
images of the internal views of the valves were also taken with Scanning Electron Microscope at the Research Service 
Center, Texas State University (U.S.A.). Line drawings of the soft body parts of holotype and allotype specimens were 
made with a camera lucida (Olympus U-DA) attached to an Olympus BX-51 microscope before the drawings were digi-
tized in Adobe Illustrator CS5 (ADOBE). The following literature was used during species description: Broodbakker and 
Danielopol, 1982; Martens, 1987; Meisch, 2000, and Karanovic, 2004, 2005a-c, 2006, 2007, 2011, 2012, 2013, 2018. 
Methodological details can be found in Külköylüoğlu et al. (2017a-e). Materials and slides prepared for identification 
(catalog numbers OK-TX-AW036-055: 07-12) are stored at the Limnology Laboratory of the Biology Department, Abant 
İzzet Baysal University (Bolu, Turkey), and are available upon request.
Clustering Analyses

WinClada, version 1.00.08 (Nixon, 2002) along with the NONA program was used to elucidate best clustering relation-
ships among 49 genera of the subfamily Candoninae. Two outgroup genera, Cypria and Cyclocypris, were chosen due 
to their distinct morphological characteristics compared to genera of the subfamily (for details see Karanovic, 2007). All 
of the 31 morphological characters (Table 1) and taxa used in the reduced model of Karanovic (2007) were included. We 
added 5 more characters and 10 genera published since 2007 to this data matrix (Table 1). Additional characters were 
chosen based on their importance for identification and prevalence in current taxonomic keys (e.g., see Meisch, 2000; 
Karanovic, 2007, 2012; Higuti and Martens, 2012, 2014). For example, there were no character states of Mxl in the origi-
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nal data matrix of Ka-
ranovic (2007). Howe-
ver, Mxl appears 
around the 7th larval 
(A7) stage (Meis-
ch, 2000; Smith and 
Martens, 2000; Díaz 
and Lopretto, 2017) 
and is  therefore an 
important character 
used in taxonomic 
keys. All characters in 
the data matrix were 
coded and weighted 
during computation 
of consistency (Ci) 
and retention (Ri) in-
dices. As described 
in Karanovic (2007), 
except for the char-
acters 23−30 and 33, 
which were weighted 
by 2, all characters 
were weighted by 1. 
Phylogenetic anal-
ysis was conducted 
via a heuristic search 
in WinClada-Nona 
along with the follow-
ing default param-
eters of the Rachet 
Island Hopper appli-
cation whenever pos-
sible: 200 replicati-
ons; 1 tree to hold/

iteration; 3 characters to sample; 10 random constraint levels and amb-poly= (amb: collapsing a branch if the ancestor 
and descendant have different states under the same resolutions of multi state characters or character states are 
unknown; poly: treating trees as collapsed). During which, tree bisection and reconnection (TBR+TBR) method of 
branch-swapping was repeated to search for the trees where the tree is cut about half and reconnected the remaining 
branches.  
Abbreviations

A1, first antenna; A2, second antenna; G1−G3 and GM, Gm, claws on A2; H, height; L, length; LV, left valve; Md, 
mandibula; Mxl, maxillula; RV, right valve; T1, first thoracopod; T2, second thoracopod; T3, third thoracopod; UR, uro-
pod; W, width. 

Results

Systematic Description
Class: Ostracoda Latreille, 1802
Subclass: Podocopa Sars 1866
Order: Podocopida Sars, 1866
Suborder: Cypridocopina Baird, 1845
Superfamily: Cypridoidea Baird, 1845
Family: Candonidae Kaufmann, 1900
Subfamily: Candoninae Kaufmann, 1900
Tribe: Cabralcandonini tribe n.

Figure 1. Type locality of Cabralcandona mixoni gen. et sp. nov. from Texas, U.S.A.
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Type genus: Cabralcandona gen. n.
Other genera: Bicornucandona Külköylüoğlu et al., 2011, Rugosuscandona Külköylüoğlu et al., 2017, Ufocandona 

Külköylüoğlu et al., 2017, Lacrimacandona Külköylüoğlu et al., 2017, Schornikovdona Külköylüoğlu et al., 2017, Comal-
candona Külköylüoğlu and Gibson 2017.

Etymology. The name is a combination of the last name of Dr. Maria Cristina Cabral with the genus Candona of the 
subfamily Candoninae. Gender feminine. 

Diagnosis: A small candonine ( 0.5 mm in average). Carapace subrectangular (or at most one valve oval). Car-
apace partially or fully ornamented with hexagonal and/or pentagonal cells. Pore canals short to long with sensory 
setae. Four to five central muscle scars (also see discussion). Dorsally, carapace wide or narrow. Inner lamella broader 
on at least one marginal side than the other. Inner lamella with or without node-like structure (tubercules). A1 six- to 
eight-segmented. A2 four-segmented without exopod. t1-4-setae absent or not transformed to bristles in male. Aesthe-
tasc Y very long with at least two segments. Md palp with a squarish terminal segment fused with medial claw. Third 
endite of Mxl with one or two smooth bristles. Prehensile palps of T1 not segmented and symmetric to slightly asymmet-
ric. T2 five-segmented with one basal (d1) seta. T3 four segmented without dp seta and e seta. Terminal segment of T3 
with two long and one short setae. UR with one anterior claw and rami or flagellum (whip) type (cf. Cypridopsinae type), 
without setae. Hemipenis moderate in size and with rounded h lobe. Zenker’s Organ small, with six or seven whorls of 
spines. Female genital field without processes.
Genus Cabralcandona gen. n.
Type species: Cabralcandona mixoni sp. n.
Other species: The genus is presently monospecific. 
Etymology. The generic name is dedicated to the genus Candona after Dr. Maria Cristina Cabral for her continuous 
contribution to the knowledge and work on Ostracoda. Gender feminine. 
Diagnosis.

In lateral view, carapace subrectangular, LV overlaps RV. LV with two horns; one dorso-anteriorly and one dor-
so-posteriorly. In dorsal view, carapace is very narrow with greatest width near mid-line. Hinge adont. Valve surface 
ornamented with hexagonal cells with normal pores bearing sensory setae. Internal view, LV with 8−10 well-developed 
tubercules ventrally on the posterior end. Four to five muscle scars visible in about the center of the valves. RV without 
such tubercules. A1 seven-segmented. A2 four-segmented with a well-developed claw-like seta on protopodite in both 
sexes. Exopodial plate and setae absent. t setae absent. Aesthetasc Y very long. G1-3 claws dimorphic in sexes, G2 
claw in females long, about the same length as all segments. Md palp with a wide terminal segment and with three 
claws, claw in the middle fused with terminal segment. Gamma seta absent. Mxl-palp with a very short terminal seg-
ment. Third endite with one short, smooth bristle. Prehensile palps slightly asymmetric in the males. No vibratory plate 
and no a seta present in T1. T2 five-segmented with one long basal seta (d1). T3 four-segmented with one basal seta 
(d1), “e-f-g” setae absent. Terminal segment of T3 with two long and one slightly shorter claw-like setae. UR with flagel-
lum type (rod-like) anterior claw, without setae and posterior claw. Hemipenis with rounded h lobe. Zenker’s organ with 
seven (5+2) whorls of spines. Female genital field small, without appendages.

Type species: Cabralcandona mixoni sp. n. (Figs 2–5) 
Etymology. The species is named after Bill Mixon for his contributions to the Texas Speleological Survey, Texas 

Cave Management Association, and Association for Mexican Cave Studies.
Type locality. San Marcos Artesian Well (SMAW), Hays County, Texas, U.S.A.: 
29°53ʹ22.5ʺ N, −97°56ʹ11.3ʺ W, ~177 m ASL. 

Material Examined. 
Holotype: One male dissected, with soft body parts in lactophenol solution and sealed with translucent nail polish 

on one slide (no: OK-TX-AW036:01). Valves kept in micropaleontological slides (no: OK-TX-AW036:02). Collected on 
April 15, 2013 by Benjamin F. Schwartz and Benjamin T. Hutchins from the type locality. 

Allotype: One female dissected, with soft body parts in lactophenol solution and sealed with translucent nail polish 
on one slide (no: OK-TX-AW36:03-04). Collected on April 15, 2013 by Benjamin F. Schwartz and Benjamin T. Hutchins 
from the type locality. 

Dissected paratypes: One male (no: OK-TX-AW052:05-06) and one female (no: OK-TX-AW052:07-08) from the 
type locality. Collected November 29, 2013 by Benjamin F. Schwartz and Benjamin T. Hutchins from type locality. 

Non-dissected paratypes: three males and four females, and six juveniles kept in 70 % ethanol. Collected on 
May 21, 22, and 23, 2013; November 6, 16, and 29, 2013; December 5, 9, 13, and16, 2013; June 23 and 26, 2015; July 
30, 2015; December 7, 2015 and November 2, 2016 by Benjamin F. Schwartz and Benjamin T. Hutchins from the type 
locality. 
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Description
Diagnosis:  The di-
agnosis of the new 
species is similar to 
that of the genus.

Male: Measure-
ments: L 0.44–
0.52 mm (average 
0.48 mm) (n  3), 
H  0.27–0.30 mm 
(average 0.28 mm) 
(n  3), W  0.13–
0.14 mm (average 
0.14 mm) (n  2). 
LV overlapping RV 
from all sides (Fig. 
2A). Carapace sub-
rectangular in lat-
eral view. Anterior 
margin rounded 
and broader than 
posterior margin, 
dorsal margin ta-
pering posteriorly. 
Greatest height 
located in front of 
mid-length closer 

to anterior margin (Fig. 2A−C). Carapace surface ornamented with wrinkled hexagonal cells, with small angular crenu-
lated ridges inside these cells (Figs. 3D−F). Dorsal margin straight (not rounded). LV with two well-developed horn-like 
structures dorsally, anterior one slightly bent over RV (Fig. 2C). Normal pore canals with long sensory setae (Fig. 3F). 
Marginal pore canals reduced or short and not branched. Hinge adont. Carapace thick and opaque white in color. Four 
to five central muscle scars located near center (Fig. 3E. In dorsal view, carapace is fusiform-shaped, anterior margin 
more pointed and compressed than posterior end. Calcified inner lamella in RV smooth, slightly broader on posterior 
margin than on anterior margin (Fig. 2B). LV with 8−10 node-like tubercules posteriorly (Fig. 2C). Fused zone wide in 
both ends. Selvage thin in LV, not seen in RV.

A1 (Fig. 4A): seven-segmented. First segment articulated, with two anterior setae, one long claw-like stiff seta reach-
ing about to the end of the third segment, and another medium-sized seta extending to midpoint of second segment. 
Rome and Wouters organs not seen. Second to fifth segments without setae. Penultimate segment with three equally 
long distal setae. Terminal segment with two equally long setae and one slightly short aesthetasc ya. All setae of A1 
smooth. Length ratio of seven segments measured on centerline: 1.00 : 1.20 : 0.50 : 0.33 : 0.33 : 0.33 : 0.25.

A2 (Fig. 4B): four-segmented. First segment (protopodite) with a long claw-like postero-distal seta. Exopod absent 
on the second segment. Aesthetasc Y three segmented, very long and whip-like. Antero-distal setae is long and about 
the size of the GM claw. Setae t1-4 absent. Natatory (swimming) setae and aesthetascs y1-3 not seen (cf. female). z1 
and z3 setae short and about the size of terminal segment, z2 seta is claw-like and about the same size as the G2 claw. 
G1 claw absent, G3 seta-like about one half of the GM claw. Gm claw less than half the length of G3. Claws and setae 
almost smooth.

Md (Fig. 4C): Md-coxa small compared to the palp, with six to seven smooth teeth and a small seta about one half 
the length of the longest tooth. Dorsal seta is almost the same size as the teeth. Md-palp four-segmented. First segment 
with two almost equally long smooth setae (S1, S2) posteriorly, and one shorter alpha (α) seta about one third the length 
of the S2-seta. Vibratory plate not seen. Second segment with four (3+1) sub-equally long claw-like setae. Beta seta 
absent. Third segment with one well-developed claw-like slightly plumose seta posteriorly and one small seta. Gamma 
seta absent. Terminal segment wide, with three claws, the middle one fused with the terminal segment. The middle and 
posterior claws plumose, anterior claw smooth and longer than the former two claws. No setae seen on anterior edge 
of the segments. Length ratios of four segments measured along centerline: 1.10 : 1.00 : 1.00 : 0.50. 

Mxl (Fig. 4D): with three endites and a palp. Vibratory plate with seven to eight long plumose setae. Base of the 
first endite bearing one long seta slightly plumose about the length of the palp. First and second endites bearing four 

Figure 2. Cabralcandona mixoni gen. et sp. nov. male (A-C), female (D). A) Right side external view of whole 
carapace; B) RV internal view; C) LV internal view; D) LV internal view with node-like tubercles on posterior end. 
Arrows point anteriorly. Scale bar: 100 μm.
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and six short apical setae, re-
spectively. Third endite with one 
smooth bristle-like seta about 
one half the length of the longest 
seta, and two long and one short 
slightly plumose setae. Mxl palp 
with elongated penultimate seg-
ment and two smooth setae, ter-
minal segment about one quarter 
length of first segment, quadrate, 
and with three setae about the 
same length of two segments. 
Rake-like organ (Fig. 4E): comb-
like with small teeth. Hypostome 
(Fig. 4F) simple rounded.

T1 (Fig. 4G-H): with well-de-
veloped and slightly asymmetric 
prehensile palps. Palps not divid-
ed, distal end hook-shaped. End 
of apical margin of the palps with 
three spine-like structures and 
one smooth seta above these 
spines. Left palp slightly longer 
and thinner than right palp. Vi-
bratory plate not visible. a seta 
absent. Setae b, c, and d smooth 
and almost equally long. Mastica-
tory process with 5 medium-sized 
apical setae.

T2 (Fig. 5B): five segmented 
with a long (d1) slightly serrated 
basal seta on the first segment, 

about the same size as the second segment. Setae dp and d2 absent. e, f, and g setae (e  f  g) present on second, 
third and penultimate segments, respectively. Terminal segment with one well-developed long and smooth claw (h2), 
reaching about half the length of the second segment. Setae h1 and h3 not seen. 

T3 (Fig. 5A) four-segmented. First segment with a medium sized smooth d1 seta. d2 and dp setae absent; e, f, and 
g setae absent. Terminal segment quadrate to trapezoidal, with three smooth claw-like setae (length: h3  h1  h2). 
Setae h1 and h3 long about the length of last two segments. Hemipenis (Fig. 5C) with a rounded lobe h. Lobe b sub-
triangular. Lobe a with a pointing end dorsally. M process not visible. UR flagellum like with elongated ramus. Anterior 
and posterior setae absent. UR attachment simple. Zenker’s organ (Fig. 5D) with seven (5+2) whorls of spines, ending 
with a wide sperm canal.  

Female: L  0.37–0.44 mm (average 0.41 mm) (n  2), H  0.23–0.24 mm (average 0.23 mm) (n  2), W  
0.14–0.14 mm (average 0.14 mm) (n  2). Carapace similar to that of male in shape (Figs. 2D, 3A-C, G-H), except for 
slight differences in size. All G-claws on A2 smooth (Fig. 5E). A short subapical seta present on the anterior end of 
the penultimate segment. Aesthetascs y1 and y2 absent, aesthetasc y3 small and about the size of terminal segment. 
Lengths: G3  G1  GM > G2  Gm. G2 claw about half length of G1 and G3 claws. Gm seta-like and about 4x the 
length of the terminal segment. Genital field small without appendages (Fig. 5G). All other soft parts are similar to those 
of the male. T1 normally developed with three subequally long h1, h2, and h3 setae on distal end of endopod (Fig. 5F). 
Masticatory process with 5 plumose and 1 smooth setae. One medium-sized smooth “d” seta present.
Sympatric Ostracods

In addition to Cabralcandona mixoni sp. n. et gen. n., five other hypogean ostracod species (Ufocandona hannalee-
ae, Rugosuscandona scharfi, Lacrimacandona wisei, Cypria lacrima, Namiotkocypria haysensis, (Külköylüoğlu et al., 
2017a-d, Külköylüoğlu 2018) have also been documented at the San Marcos Artesian Well. 
Phylogeny

Cluster analysis produced a majority consensus tree with 117 steps (Ci  27, Ri  72) for the 49 genera, using the 
36 morphological characters in more than 100 equally parsimonious trees (Fig. 6). Cabralcandona gen. n. is clearly  

Figure 3. Cabralcandona mixoni gen. et sp. nov. female (A−C, H−G), male (D−F). A) Dorsal view 
of carapace; B) Dorsal view of posterior horn  C) Dorsal view of anterior horn ; D) Close view of 
hexagonal ornamentations; E) Muscle scars; F) Close view of pore opening with sensory seta 
(note wrinkled cells on surface); G) Close dorsal view of anterior horn; H) Lateral view of poste-
rior horn. Scale: 10 μm for D−E. Arrows point anteriorly.
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separated from other genera but 
clustered together with six other gen-
era (Rugosuscandona, Ufocandona, 
Bicornucandona Lacrimacandona, 
Schornikovdona, Comalcandona) 
in the new tribe. However, cluster 
tree results suggest uncertainty in 
the taxonomic placement of several 
other genera. Indeed, relatively high 
Ci and Ri values suggest the prev-
alence of homoplastic change and/
or convergence among the genera 
of the subfamily. However, following 
the current taxonomic keys (see dis-
cussion), the scenario may be seen 
differently where placement of some 
genera among the tribes differs.

Discussion
Cabralcandona gen. n. is as-

signed as the type genus of the 
new tribe Cabralcandonini  tribe n., 
which shares some common char-
acteristics with genera of the tribe 
Candonopsini, including a trapezoi-
dal carapace, short marginal pore 
canals, A1 six or seven segmented, 
absence of bristles on A2 in males, 
terminal claw of Md palp fused with 
the apical segment, presence of two 
long and one short setae on the ter-
minal segment of T3, female genital 
field without appendages, numbers 
of rows of spines on Zenker’s organ, 
and absence of posterior seta on 
UR. Also see discussion about the 
taxonomic placements of Cando-

brasilopsis in Higuti and Martens (2012) and Abcandonopsis in Karanovic (2004). 
Several characteristics distinguish Cabralcandona from other genera, notably the two horn-like structures posi-

tioned dorsally on the LV, on nearly opposite ends of the hinge. Bicornucandona bears two horns on the LV but they 
are located in about the center of dorsal margin. We consider these structures diagnostic for the new genus, since they 
are also present in juveniles. Three of the genera placed closely to each other in the new tribe (Cabralcandona gen. 
n., Rugosuscandona and Ufocandona) seem to exhibit more similarities with one another than with other genera. For 
example, all three bear hexagonal and/or pentagonal cell-type ornamentations on the carapace surface although these 
structures are scarce and mostly restricted to marginal zones in Ufocandona. 

Külköylüoğlu et al. (2017 a-c) stressed the importance of carapace ornamentation for species identification and as 
indication of microhabitat characteristics. The authors point out that carapace ornamentation may be more prominent 
in fossil (i.e., Paleogene-Neogene) forms (Krstić, 1972; Krstić and Guan, 2000) relative to recent forms. The ornamen-
tations unique to Cabralcandonini may imply that the tribe shares a close relationship to ancestral forms.  However, 
without fossil representatives of the Cabralcandonini genera, this hypothesis remains unsupported. Below, we discuss 
some body parts, and compare each with other taxonomic groups. 

Several body parts are informative about the relationship between Cabralcandonini and other taxonomic groups:
  1.  Muscle scars: The subfamily Candoninae and tribe Candonopsini are characterized by six (one elongated + 3 

anterior  2 posterior) central muscle scars (Karanovic, 2004), previously characteristic for the Candonidae 
family (Meisch, 2000). In Cabralcandonini, there are only five internal scars, one of which is faint or invisible in 
external view. Muscle scars are invisible (or not very obvious) in external view in three  genera (Ufocandona, 

Figure 4. Cabralcandona mixoni gen. et sp. nov. Male: A) Antennule (A1); B) Antenna (A2); 
C) Mandible (Md); D) Maxillule (Mx1); E) Rake-like organ; F) Hypostome; G) Right clasping 
organ; H) Left clasping organ. Scale: 50 μm for A−C, E; 40 μm for D; 60 μm for F; 25 μm for 
G−H.
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Rugosuscandona, Lacrimacando-
na) although they can be seen more 
clearly in Cabralcandona mixoni sp. 
n. et gen. n., and others (Schorni-
kovdona, Comalcandona, Bicornu-
candona).

  2.  A1: The numbers of segments and 
chaetotaxy of A1 differ among gen-
era (Karanovic, 2005a, b, c). Five 
genera (Ufocandona, Lacrimacan-
dona, Comalcandona, Bicornucan-
dona, Cabralcandona gen. n.) pos-
sess about seven segments while 
Schornikovdona bears five seg-
ments in A1. However, Pioneercan-
donopsis, and both Rugosuscando-
na and Caribecandona possess four 
and six A1 segments, respectively. 
As suggested previously (Karanovic 
and Marmonier (2003), Higuti and 
Martens (2014), Smith and Kami-
ya (2015), and Külköylüoğlu et al. 
(2017a-c, e)), a reduction in the num-
bers of segments of any organ or ap-
pendage (i.e., A1) likely represents 
a derived character state, possibly 
arising via paedomorphosis (Dan-
ielopol, 1978, 1980). 

  3.  A2: Both females and males of the 
new genus have four segments in 
A2 without an exopodial plate. Al-
though four or five A2 segments are 
found in different candonid genera 
(Karanovic, 2001, 2003a,b, 2012), 
absence of the exopod (or exopodial 
plate) is only known from Rugosus-
candona and Ufocandona (but see 
exception in the males of Ufocandona) (Külköylüoğlu et al., 2017a,b). There are no sensory bristles on the 
A2 of males of the new genus, which is similar to five other genera (Rugosuscandona, Ufocandona, Comal-
candona, Cubacandona and Marococandona). The new genus exhibits a sexually dimorphic character in the 
length of G-claws (G1−G3, GM, Gm), similar to those seen in several other genera in the tribe Candonopsini 
(Karanovic, 2006; Külköylüoğlu et al., 2017c). For example, G1–G3 claws on A2 are unequally long in three 
genera (Lacrimacandona, Pioneercandonopsis and Meridiescandona), but several North American species 
(e.g., Candona peircei Turner, 1895; C. sigmoides Sharpe, 1897; C. suburbana Hoff, 1942; C. acuta Hoff, 1942; 
C. crogmaniana Turner, 1894; C. inopinata Furtos, 1933; C. intermedia Furtos, 1933; Eucandona rectangulata 
(Alm, 1914); Typhlocypris elliptica (Furtos, 1933)) bear subequally sized claws (Karanovic, 2006; Külköylüoğlu 
et al., 2017a-d).

  4.  Md-palp: This is also one of the important diagnostic characteristic that separates the new tribe Cabralcandonini 
from other tribes of the subfamily (Table 1). While setae in bunch on the Md palp have no setules in the new tribe, 
these setae bear setules in other tribes. Besides, there are important differences in the numbers and shape of 
setal structures of the palp between Cabralcandona gen. n. and other members of the subfamily. For example, 
only the alpha (α) seta is present (beta and gamma setae absent on the other segments) on the first segment of 
the palp in the new genus. While alpha seta absent in Rugosuscandona, none of these setae (alpha, beta, and 
gamma) are present in the genus Ufocandona. Furthermore, Cabralcandona gen. n. has a group of 4 claw-like 
setae on the second segment (diagnostic character) while some other genera have 3 (e.g., Rugosuscandona) 
(Külköylüoğlu et al., 2017b), four (e.g., Candonopsis, Ufocandona, Comalcandona) or five (3+2) setae (e.g., Maroco-

Figure 5. Cabralcandona mixoni gen. et sp. nov. A) T3; B) T2; C) Hemipenis; D) 
Zenker’s organ; E) Female Antenna (A2); F) T1; G) Uropod of female with genital 
organ. Scale: 50 μm for A−C, E; 60 μm for D; 55 μm for F-G.
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c a n d o n a ) 
( M a r m o -
nier et al., 
2005). The 
size of the 
t e r m i n a l 
s e g m e n t 
is variable 
a m o n g 
genera of 
both tribes 
C a n d o n -
opsini and 
C a b r a l -
c a n d o n i -
ni tribe n. 
A c c o r d -
ing to the 
t a xonom -
ic key of 
Karanovic 
( 2 0 1 2 ) , 
one of the 
main differ-
ences be-
tween the 
Md-palp of 
C a n d o n -
opsis and 
Latinopsis 
is the size 
of the Md 
palp. While 
the former 
has a long 
palp (length 
of terminal 
s e g m e n t 
more than 
3× longer 
than width), 
the latter 
genus has 
a nearly 

square terminal segment (Karanovic and Datry, 2009). Cabralcandona gen. n. has a relatively large termi-
nal segment fused with the center claw. The segment is relatively large with an almost square shape. Such 
differences are common not only in the new tribe but also among other tribes within Candonidae (e.g., see 
Broodbakker, 1983; Karanovic, 2001, 2008, 2012; Karanovic and Datry, 2009; Higuti and Martens, 2012, 2014; 
Külköylüoğlu et al., 2017a-d). 

  5.  Mxl: Cabralcandona gen. n. is the only genus within the tribe that bears a short and smooth seta on the third 
endite of Mxl. The number of setae on the palp varies from 5 to 10 among the genera of the tribe Candonopsini 
but in Cabralcandona gen. n., there are two and three smooth setae on the penultimate and terminal segments 
of the palp, respectively. Ufocandona is the only genus with 5 setae, whereas the other genera have 8, 9, or 
10 setae and claws (e.g., Candonopsis linnaei Karanovic, 2008). Herein, we only consider the differences in 
the number of setae. However, there are additional differences in the type of seta (e.g., plumose, setose or 
smooth: Smith and Kamiya, 2015; Karanovic, 2011; Külköylüoğlu and Gibson, 2018).

Figure 6. Clustering relationships of nine tribes of the subfamily Candoninae with Cabralcandonini tribe. n. and its new 
genera Cabralcandona gen. n.
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  6.  T1: Cabralcandona gen. n. has nearly symmetrical male prehensile palps, like three other genera of the sub-
family Candoninae (cf. Latinopsis, Pioneercandona, Rugosuscandona). The absence of a vibratory plate in T1 
in Cabralcandona gen. n. is also unusual, first reported for Rugosuscandona, and not common in members of 
the tribe Candonopsini. Additionally, Rugosuscandona and Cabralcandona gen. n. are the only genera in the 
new tribe that do not have a seta. This warrants further investigation since description of this seta along with 
others (b, c, d setae) can be difficult due to their small size.

  7.  T2−T3: The numbers of setae (e, f, g and basal (d1) setae) on T2 in the new genus is similar to related genera 
(but compare the type and size of setae in Külköylüoğlu et al., 2017a-d; Külköylüoğlu and Gibson, 2018) except 
for Cubacandona, Candonopsis and Lacrimacandona. In contrast, T3 of Cabralcandona gen. n. has only one 
basal (d1) seta and no e, f, g setae, similar to Rugosuscandona. Considering that all other genera of the new 
tribe bear at least two basal and one of the three other setae, the reduced setation on thoracic legs may be an 
additional adaptation to underground environments.

  8.  UR: Cabralcandona gen. n. has a flagellum type UR (diagnostic character of the genus) that is very similar 
to members of the subfamily Cypridopsinae. This character is also present in Ufocandona and Rugosuscan-
dona. Two claws and two setae on UR is a common character state in cypridoid ostracods (Meisch, 2000) 
although the appendage is variable among members of Candoninae. Caribecandona (Broodbakker, 1983), 
Indocandona (Gupta, 1984), Candonopsis (e.g., see Candonopsis (Abcandonopsis) aula) (Karanovic, 2004), 
and Bicornucandona (Külköylüoğlu et al., 2011) have a single claw on the UR while Lacrimacandona has two 
small claws. A flagellum (or whip-like) type UR is very rare among the species of Candoninae (but see e.g., 
Danielocandona lieshoutae (Broodbakker, 1983)). Once again, the new genus exhibits a reduction in soft body 
parts. Indeed, McKenzie (1982) and Higuti and Martens (2012) pointed out that such reduction in size and 
chaetotaxy in the uropodal ramus of cypridoid species has occurred many times in different lineages, as an ex-
ample of parallel evolution (homeomorphy) in non-marine ostracods. Knowledge about increased appendage 
length or reduction may provide additional understanding about habitat type. For example, in amphipods and 
isopods, increased setation and increased appendage length is often associated with open water type sub-
terranean habitats (i.e. phreatic zones, vadose zones) while reduced setation and reduced appendage length 
is often associated with closed water type habitats (i.e. hyporheic zones) (Marmonier et al., 2005; Culver and 
Pipan, 2009).

  9.  Zenker’s Organ: The new genus has 5+2 whorls of spines on the Zenker’s organ. A similar pattern can be 
found in the members of the tribe Candonopsini (see discussion in Külköylüoğlu et al., 2017b, c).

10.  Hemipenis: Cabralcandona gen. n. has a relatively small hemipenis (and Zenker’s Organ) compared to other 
genera (e.g., cf. Lacrimacandona, Rugosuscandona). We were not able to observe an M-process in the hemi-
penis, but other parts (lobes) are unique to the genus. For example, lobe a with a sharp pointing end is clearly 
visible.

Cabralcandona gen. n. and two other congenera (Rugosuscandona and Ufocandona) are closely separated from 
others and clustered in the new tribe (Fig. 6). Although these three genera show clear morphological differences at the 
genetic level, they also share the following characters (Table 1) in common: 1) carapace ornamented with hexagonal 
or pentagonal cells, 2) numbers of segments in A2, 3) absence of t seta on A2, 4) absence of gamma seta on Md, 5) 
absence of seta a on T1, 6) presence of basal seta on T2 and T3, 7) absence of seta e on T3, 8) two long and one short 
setae on T3, 9) presence of rod-like (flagellum) claw on UR, 10) square or medial lobe in hemipenis. The tribe Candon-
opsini (Candoninae, Candonidae) previously included 13 subgenera (Abcandonopsis, Candobrasilopsis, Candonopsis, 
Caribecandona, Comalcandona, Cubacandona, Hancockcandonopsis, Lacrimacandona, Latinopsis, Marococandona, 
Pioneercandonopsis, Rugosuscandona, Ufocandona) but four genera (Comalcandona, Lacrimacandona, Rugosus-
candona, Ufocandona) are now transferred to the new tribe Cabralcandonini tribe n. 

Relationships among genera depicted in Figure 6 differ from the consensus tree  of Karanovic (2007), because of 
potential factors including 1) the use of additional characters (e.g., absence of exopod in A2, flagellum-like UR), and 2) 
the number of genera included (49 versus 39 (sub)genera). Presence of polytomies among some genera also suggests 
that the number of characters may not be enough to discriminate clustering groups. Based on the cluster tree (Fig. 
6), four other genera (Bicornucandona, Comalcandona, Lacrimacandona, Schornikovdona) can be tentatively placed 
with three closely related genera (Cabralcandona gen. n., Rugosuscandona, Ufocandona) of the new tribe. Consider-
ing that all these seven genera are found from the same geographic location and similar habitats (artesian well and/
or spring waters), placement of these genera into the new tribe may be supported by the cluster tree. However, this 
placement does not correspond to the most current taxonomic keys (e.g., see Karanovic, 2007, 2012, 2018), in which 
some of these genera have already been described in other tribes. For example, presence or absence of posterior seta 
on the uropod is one of the main taxonomic character states separating the two close tribes Candonini (seta present) 
and Candonopsini (seta absent) (Karanovic, 2012). Following the key, for example, two genera (Bicornucandona and 
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Schornikovdona) belong to the tribe Candonini while two others (Comalcandona, Lacrimacandona) are placed in the 
tribe Candonopsini. Similarly, Trajancandona and Phreatocandona are supposed to be found in the tribe Candonini 
but the tree (Fig. 6) apparently separates these two from others. Although Karanovic (2007) reached a similar result, 
she included these two genera into the tribe Candonini following the taxonomic key. Relatively high Ci and Ri values 
suggest considerable uncertainty in the placement of genera within tribes because of a high degree of homoplasy. 
Karanovic (2007, 2018) emphasized that the phylogeny and evolution of Candonopsini needs to be investigated with 
molecular data (also see Hiruta et al., 2016). Although we agree that molecular data is valuable for phylogenetic analy-
sis, obtaining adequate sample size across all or most taxa can present a challenge for construction of comprehensive 
molecular-based phylogenies. 

Adaptations and Ecology
According to Marmonier et al. (2005, and references therein), and Külköylüoğlu et al. (2017b,c), hypogean (ground-

water) ostracods may exhibit at least seven different morphological and reproductive specializations to groundwater 
conditions: 1) smaller body size, 2) anopthalmy or reduction in eye pigmentation, 3) reduction or loss of appendage 
length and setation, 4) changes in carapace shape, 5) elongation in appendages (e.g. legs and/or claws) or sensory 
setae (e.g., Y aesthetasc), 6) reduction of some extremities in males, 8) increase in egg size. Almost all genera in 
Cabralcandonini tribe n. exhibit these adaptations, although we currently do not have information on reproductive char-
acteristics, including clutch and egg size. Overall, these adaptations clearly suggest that members of Cabralcandona 
gen. n. are restricted to hypogean habitats. Additionally, we can make some hypotheses about microhabitats in which 
these species may occur. For example, Ufocandona hannaleeae possesses asymmetric valves (oval LV and more 
subrectangular RV) while Rugosuscandona wisei and Cabralcandona mixoni sp. n. are rectangular and subrectangular 
in shape, respectively. According to Pipík and Bodergat (2005, 2007), some Candonine species with triangular and 
rectangular carapaces and a pointed posteroventral margin inhabit relatively stable habitats with minimal environmental 
fluctuations and species with a subcircular outline (e.g., Cypria) inhabit unstable environments.

Conclusions
Based on the characteristics discussed above, we propose Cabralcandonini tribe n. as a new tribe of the subfamily 

Candoninae. Hence, there are now nine tribes (Candonini Kaufmann, 1900; Candonopsini Karanovic, 2004; Crypto-
candonini Karanovic, 2007; Danielocandonini Karanovic, 2007; Humphreyscandonini Karanovic, 2005, Namibcypri-
dini Martens, 1992; Terrestricypridini Pinto et al., 2005; Trapezicandonini Karanovic, 2007, Cabralcandonini tribe n. 
Külköylüoğlu et al., in here) in the subfamily. However, ongoing studies strongly suggest that ostracod species diversity 
in at least some underground waters is unique and higher than currently acknowledged. 
Key to the Tribes of Subfamily Candoninae: (Modified from Karanovic 2012) 

1.   �Setae in bunch on Md palp without row of setules............................Cabralcandonini tribe n. 
– Setae in bunch on Md palp with row of setules..................................................................2

2.   �Terminal segment of T3 with one long claw……………………………...Terrestricypridini 
– Terminal segment of T3 without long claw……………………………….……….……...3

3.   �Terminal segment of T3 with two long and one short setae………….……….…………….4 
– Terminal segment of T3 with two short and one long setae……….……….……………..6

4.   �T3 without basal seta……………………………………………………...…Namibcypridini 
–T3 with seta………………………………………………………………………………..5

5.  �Posterior seta on the UR present…………………………………………………. Candonini 
– Posterior seta on the UR absent………………………………………….… Candonopsini

6.  �Chitinized projection on the inner lobe of hemipenis present…………Humphreyscandonini 
– Chitinized projection on the inner lobe of hemipenis absent……………………………...7

7.  �A1 5-segmented……………………….………………………..…………Danielocandonini 
– A1 7-segmented…………………….…………………………………………...………...8

8.   �Basal seta on T2 present, outer lobe on hemipenis robust………………….Cryptocandonini 
– Basal seta on T2 absent, outer lobe on the hemipenis thin….…………...Trapezicandonini
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